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1 Revision History

Revision Author Date Notes
cs1 Chetan Shah 5/03/2010 New test plan created
CS2 Chetan Shah 5/04/2010 Added test cases for VLAN filtering and custom
filtering
CcS3 Sharon Chang 6/23/2011 General updates of test plan to reflect the current

product capabilities
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2 Executive Summary

2.1 Objective

The purpose of this document is to provide an evaluation framework for VSS Distributed Traffic Capture
System (DTCS) at a client site.

2.2 Scope

This document provides test procedures to demonstrate key features offered in the DTCS system. While
the test plan serves well as a quick “getting started” guide, it does not cover all the options and
functionalities available in the DTCS.

If additional details on the DTCS are required, please contact the VSS Representative.

2.3 Duration

The project evaluation is expected to be [<NumberOfDays>\ days [Commented [SC1]: Provide number of days
e Start Date: [<Sta rtDate>\ [Commented [SC2]: Provide start date
e End Date: }<End Date>\ [Commented [SC3]: Provide end date
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3 Test Case Selection and Results

Test Case Result
to Validate Test Case Accepted Not
Accepted
\/ 4.1.1 | Using the Serial Cable
\/ 4.1.2 | Using Web Browser for Initial Configuration
\/ 4.1.3 | Connecting Through Web Management Console
\/ 4.2.1 | Basic System Settings
\/ 4.2.2 | System Clock / Timestamping Clock Source
4.3 User Access Control
\/ 5.1.1 | Span Ports
N 5.1.2 | Monitor Ports
\/ 5.2 VvAssure
v 5.3 | LinkSafe
\/ 6.1.1 | Selective Aggregation Configuration
Ni 6.2.1 | Quick Filters
\/ 6.2.2 | Detailed Filters
\/ 6.2.3 [ Advanced Filters
\/ 6.3.1 | Load Balancing Groups
N 6.3.2 | Load Balancing In a Failover Scenario
6.4 VLAN Tagging
7.1 Port Stamping
7.2 Time Stamping
7.3 MPLS Label Stripping
7.4 VLAN Tag Stripping
7.5 GTP De-encapsulation
N 7.6 | vSlice
\/ 8 vStack+
9 SNMP and syslog Capabilities

6|Page

VSS Distributed Traffic Capture System




4

Management and System Settings

The hardware configuration requirements of the VSS Products devices used are as follows:

Quantity VSS Product Requirements
Space Power Outlets IP Address for
Management
1 v24 1Ut 1-2 1
0 v24 Expert 2U 1-2 1
1 v4x24 1U 1-2 1
0 v2x16 1u 1-2 1
Total 2 2-4 2

4.1 Management Console

VSS Monitoring solutions provide management options via a simple-to-use graphical user interface

(GUI) using web access, and command line interface (CLI). The following test procedures
demonstrate both access methods with all the VSS DTCS products.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

411

A PC/laptop with Ethernet (GbE) and serial connectivity is available.

A serial cable is available (section 4.1.1 only).

An Ethernet cable (CATS5) is available (section 4.1.2, 4.1.3 only).

Designated IP address(es) for the DTCS units is provided.

Network access is available such that the DTCS management port can be accessed remotely
once configuration is complete.

The DTCS units are racked securely and powered.

Using the Serial Cable

The following test procedure describes the method for accessing DTCS management console through a
serial connection. The test procedure is valid for all VSS DTCS units that preserve the default admin
login information. In general, the VSS DTCS units provided are delivered with factory default
configuration.

1.

Connect a standard straight DB9 male-to- female cable between the DTCS unit and a PC with a
terminal emulator (eg. HyperTerminal or PuTTY.exe).
Launch the terminal emulator on the PC and apply the following the configurations parameters:
e  Bits per second: 38400
e Data Bits: 8 bits

1 Each 1U device is 17.3”(w) x 22.5”(d) x 1.75” (h); 1RU high, fits standard 19” rack 21” deep.
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e  Parity: No Parity
e Stop Bits: 1 Bit
e Flow control: No Flow Control

2 PuTTY Configuration

Category

= Session Baasic options for your PUTTY session
Logging Specity the destinalion you want o connect ta

= Teminal ol cpeed
Kepboard SHID L=
Bl COM7 38400
Features Connscion typs:

= Window QRaw  OTshet ORbgn O35H @ Serial
&

ppesiance Load, save or delete & stored session

Behaviour
Translation Saved Sessions
Selection VSS-TapSetisl
Colors Defaul Setfings

= Connection CLiHesttap
Data 55T ap-Serisl
Frow
Telnet
Rlogin

) SSH
Serial Close window on ext:
O#lways ONever & Onlpon clean exit

3. Click Open. The following screen with a login prompt should appear; If you do not see the
screen below, notify the VSS that the serial connection to the CLI is not functioning as expected.

COM7 - PuTTY

4. Enter the default login information and click Enter:
Login: admin
Password: <no password>
After successfully logging into the unit, the following menu of options should appear:
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6. Enter command “system ip” to view the current management IP configuration.

7. Enter command “system ip <assigned_ip>" to modify the DTCS to use the assigned IP address
for the management port. The system will return “+OK” when the change is successfully
applied.

8. Repeat Step 6 to verify that the IP address change is in effect.

9. In asimilar manner, modify the subnet mask and router settings to the designed values by using
the following commands:

system gateway <gateway>

system netmask <mask_value>
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10. Enter “exit” to logout of the current terminal session.
11. Repeat Steps 1 to 10 to configure all the DTCS units supplied.

Test Result

#  Test Action Expected Behavior Result

Accept | Deviation Fail

1  Configure DTCS system DTCS management port IP
properties via CLI address, subnet mask, and
routing settings are applied

Overall Result

Test case accepted: [, not accepted [

4.1.2 Using Web Browser for Initial Configuration

The following test procedure describes the method the method for accessing DTCS management
console through an Ethernet connection. The test procedure is valid for all VSS DTCS units that preserve

the default admin login information. In general, the VSS DTCS units provided are delivered with factory
default configuration.

This test procedure is not an continuation of section 4.1.1 Using the Serial Cable as the parameters used
assumes that the DTCS unit still has all the factory default settings.

1. Connect the DTCS management port to a PC with an Ethernet cable.

2. From Windows Control Panel, change the network adaptor’s IPv4 settings to:
e |P Address 192.168.0.251
e Mask 255.255.255.0 (no gateway is necessary)

Internet Protocol (TCP/IP) Properties EJE‘
General

“fou can get P seftings assigned automatically if your network supports
this capability. Qtherwise, you need to ask pour network administrator for
the appropriate | seftings.

) Dbtain an P address autematically
(@ Use the folloing IF address;

P address 192168 .
Subnet mask: 255 .

Default gateway:

(@ Use the following DNS server addrsssas:
Preferrad DNS server

Altemate DNS server
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Click OK to apply the changes.
Power on the DCTS .
From Windows Start menu, go to Run and enter “emd” to open an command prompt.

o v s w

In the command prompt, enter the command below to verify connectivity between the PC and
the DTCS unit:

ping 192.168.0.250
7. If the connection is successful, launch a web browser and go to URL http://192.168.0.250 as
shown below:

& Login - Windows Internet Explorer Z EIFXI
@\:‘/ - L_g, hktp:f192,168.0,250 V| || X% | | A
v 4 [@Login 1_\ fh - B - - [Ehrage - N

Authentication required -- please login:

User name:
P azszvard:

-

Done EB @Internet #100% v

|i%

8. Enter the default login information below and click Login.
Login: admin
Password: <no password>

9. Inthe Web Ul, go to the System Settings link on the left frame.
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http://192.168.0.250/

10. Under Network Settings section, enter the assigned IP address, subnet mask and

gateway/router. The following is a sample screenshot of the Network Settings information:

Status A i
S . System Settings
Hetwaor bk Activit Systerm Name

Settings Systemn Location
Systern Settings
Port Settings

SHMP Settings
Access Control

System Contact

Network Settings
Filter Library
e IPAddresz (132 188 11 _[24
N SubnetMa [285 [285 _[254  [n
Lo=d Settings

GatewawRouter |192 . |153 . |‘ID @ |-I

Support DHS Server | . | . | - |

System Software
Contact Us Syslog Server

11. Click the Submit button to save the configuration.

12. After the change is successfully applied, the current login session will no longer be connected.
Enter the assigned IP address in the web browser again to verify that the change has taken
effect. If the assigned IP address is not on the 192.168.0.0/24 subnet, the PC network adaptor
IPv4 setting needs to be updated in order for connectivity to the DTCS unit to resume.

Test Result

#  Test Action Expected Behavior Result

Accept | Deviation Fail

1  Configure DTCS system DTCS management port IP
settings via web Ul address, subnet mask, and
routing settings are applied

Overall Result

Test case accepted: [1, not accepted [

4.1.3 Connecting Through Web Management Console

The following test procedure provides final verification for DTCS unit connectivity in a network. The
procedure should be executed upon successful reconfiguration of the DTCS IP address described in 4.1.1
and 4.1.2.

1. Connect the DTCS unit to the network it is assigned to.

12| Page VSS Distributed Traffic Capture System



2.

From a PC on the same network as the DTCS unit, launch a web browser and enter URL
http://<assigned_DTCS_ip>. The following login screen should appear:

ﬂ; Login - Windows Internet Explorer

@.\-— I |ﬁ, http:/f192,168.11.24/login.esp V| || X |

File Edit ‘ew Favorites Tools Help

@”Secure Search jo) _ -
W o | ELogn l_l - B - & - [Ereage - @Teds -

Authentication required -- please login:

User name:
Fazaward:

Laogin v

Done 3 € tnternet Ho100% v
3. Enter the default login information below and click Login.
Login: admin
Password: <no password>
4. Repeat Steps 1-3 for all the DTCS units provided.
Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Connect DTCS system DTCS unit can be reached via a

from a remote PCon the  web browser with URL being its

same network assigned IP

Overall Result

Test case accepted: (1, not accepted [
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4.2 System Settings

4.2.1 Basic System Settings

The following test procedure describes how additional DTCS system settings parameter can be modified
via the web Ul remotely. The system settings covered in this section includes System Name, Location,

and Contact Information.

Refer to the DTCS User Manual for details on system settings not covered in this test plan.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS units can be reached remotely via web browser.

1. Launch the web browser and access the URL http://<assigned_DTCS_ip> as shown below:

r'f Login - Windows Internet Explorer

=1

@.\-— y~ |g http:ff192,168.11.24/login.esp V| 4| X |

B
File Edit \iew Favorites Tools Help
@|Secure56arch Fell [ WMcAfee. 6185
v o l@Login ]_I ﬁ‘ - B Eéé - |&zFPage ¥ 'f}TQD'S -
s’
Authentication required -- please login:
e
Password: |
Lodn | v
Done EB e Internet #100% v
2. Enter the default login information below and click Login.
Login: admin

Password: <no password>
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Upon successful login, the System Status page similar to below should appear:

Status 5
e 1 St V2.16X.C-NF-AF-PM
hetonktactivit Friday, May 14, 2010 2:46:55 PM (14 May 2010 Booted Friday, May 14, 2010 3:28:07 PM (14

22:46:55 UTC) May 2010 22:28:07 UTC)

Settings . Systemn Hame: Running O days, O hours, 18 minutes, 48 seconds
e e Last i ti h Frid hay 14, 2010
Fort Settings Bytiom [Loesitione ast configuration change Friday, May 14,
SNMP Seftinas 3:28:05 P
Access Control System Contact: The Monitor Buffer is O

Internal Temperature: 93 °F, 34 °C
Filter Library . ) . .
Filter Setings hain Fower Supply #1: Hormal valtage fdain Fower Supply #2: Zero or low voltage
Power Supphy f Woltage Alert
Slicing Library

3. Inthe Web Ul, go to the System Settings link on the left frame.

4. Under System Settings, Type the following information in the System Settings dialog boxes:
e System Name: <any_name>
e System Location: <lab_location>
e System Contact: <contact_name_email>

System Settings

System Location: |[Lab1, Reca

[ system Name: |[v245.F-5PAN |
| |
| |

System Cantact: |[vSs sg|

5. Click the Submit button at the bottom of the page to save the System Settings. Verify in the
System Status page that the name, location and contact information changes are applied.

V245.P-5PAN

Fri Jun 24 2011 15:47:24 GMT-0700 (Pacific Daylight Time) (24 Jun 2011 Booted Thu Jun 23 2011 10:38:18 GMT-0700 {Pacific Daylight Time) (23
22:47:34 GMT) Jun 2011 17:28:18 GMT)
e ——

System Name: v245.P-SPAN Running 1 days, 5 hours, 3 minutes, 16 seconds

System Location: Lab1, Rackd Last .Dnnfig.ulatinn change Fri Jun 24 2011 15:47:2% GMT-0700 {Pacific

Daylight Time)

System Contact: V55 SE The Menitor Buffer is O

Internal Temperature: Mormal { 127 *F, 53 °C )

Main Power Supply #1: Normal voltage Main Power Supply #2: Zero or low voltage

Power Supply / Voltage Alert

6. Repeat Steps 1-5 for all the DTCS units supplied.

Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Configure and save the Assigned system name, location,
DTCS system name, and contact information are
location, and contact correctly applied and displayed
information in the System Status page

Overall Result
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Test case accepted: [1, not accepted []

4.2.2 System Clock / Timestamping Clock Source

The following test procedure describes how DTCS system clock source is defaulted to the local clock, but
can be modified to a NTP clock source if correctly configured. GPS clock source is not described in this
section but is also supported for selected DTCS version with firmware 2.3 or above.

Refer to the DTCS User Manual for details not covered in this test plan.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS units can be reached remotely via web browser.
e The DTCS units have connectivity to an external NTP server (eg. us.pool.ntp.org)
1. Launch the web browser and access the URL http://<assigned_DTCS_ip> as shown below:

& Login - Windows Internet Explorer |Z||E|E|
@.\-:_) - |@ httpeff192.168.11. 24/ login.esp V| 3| X | | 2 |-
File Edit View Favorites Tools  Help
© [Sre e Pl @mcates O/
Y e & Login ]_I - B e v [ihPage ~ () Tooks -
-
Authentication required -- please login:
Uszser mame:
F asamard:
Lagin o
Done EB @ Internet #100% v
2. Enter the default login information below and click Login.
Login: admin

Password: <no password>
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Upon successful login, the System Status page similar to below should appear:

Status 5
e 1 St V2.16X.C-NF-AF-PM
hetonktactivit Friday, May 14, 2010 2:46:55 PM (14 May 2010 Booted Friday, May 14, 2010 3:28:07 PM (14

22:46:55 UTC) May 2010 22:28:07 UTC)

Settings . Systemn Hame: Running O days, O hours, 18 minutes, 48 seconds
e e Last i ti h Frid hay 14, 2010
Fort Settings Bytiom [Loesitione ast configuration change Friday, May 14,
SNMP Seftinas 3:28:05 P
Access Control System Contact: The Monitor Buffer is O

Internal Temperature: 93 °F, 34 °C
Filter Library . ) . .
Filter Setings hain Fower Supply #1: Hormal valtage fdain Fower Supply #2: Zero or low voltage
Power Supphy f Woltage Alert
Slicing Library

3. Inthe Web Ul, go to the System Settings link on the left frame.
4. Under System Clock, NTP Configuration, enter the NTP servers. Refer to
http://www.pool.ntp.org/en/ for the full listing of NTP servers.

System Clock . = Timestamping clock source
| Local Clock Seftings | | NTP Configuration
¥| Set clodk from browser’s (PC's) clodk | NTF Server 1: |us.pool.ntp.org
Date: |08 124 2011 NTP Server 2: |ca.pool.ntp.ong
Time: |18  :18 |58 NTP Status: Mewer Synchronized State
Deviation: 0

Note: If the DTCS is connected to a private lab network, the correct DNS server for the DTCS unit
may need to be specified under System Settings, Network Settings for the NTP configuration to
work

5. Click the Submit button at the bottom of the page to save the System Settings. Verify in the
System Status page that the name, location and contact information changes are applied.

V245.P-5PAN

Fri Jun 24 2011 15:47:24 GMT-0700 (Pacific Daylight Time) (24 Jun 2011 Booted Thu Jun 23 2011 10:38:18 GMT-0700 {Pacific Daylight Time) (23
22:47:34 GMT) Jun 2011 17:28:18 GMT)
m Running 1 days, 5 hours, 3 minutes, 16 seconds

System Location: Lab1, Rackd E:it”z‘r;fi-lgil::‘:t;nn change Fri Jun 24 2011 15:47:2% GMT-0700 {Pacific
System Contact: V55 SE The Menitor Buffer is O

Internal Temperature: Mormal { 127 *F, 53 °C )

Main Power Supply #1: Normal voltage Main Power Supply #2: Zero or low voltage

Power Supply / Voltage Alert

6. Wait for a few minutes and go to System Settings, verify that the timestamping clock source has
been updated to NTP and the status is in “Normal Synchronized State”.?

2 In the scenario where NTP configuration is not correctly applied, or if synchronization failed, the local clock will
be used as the timestamping source.

3 In DTCS Firmware Release 2.3 and above, selected hardware will also support GPS as the timestamping source.
Contact the VSS Representative for more details.
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http://www.pool.ntp.org/en/

System Clock || st
| Local Clock Seftings [l TP Configuration
¥ | Set clodk from browser's (PC's) clock | NTF Server 1: |us.pocl.ntp.org

Date: |08 1|24 /|2011

Time: |18 |19 1|33

NTP Server 2: |ca.pool.ntp.ong

NTF Status: Mormal Synchronized State
Deviation: -46.375999

7. Remove the NTP Server settings and click Submit. Verify that the NTP Status is now blank and
the timestamping clock source switched back to Local Clock.

System Clock . = Timestamping clock source
| Local Clock Seftings Il NTP Configuration
¥ | Set clodk from browser's (PC's) clodk | MTF Server 1:
Date: |06 /|24 /)2011 MTF Server 2:
Time: |16 1|35 i [1)=d NTP Status:
Deviation: 0

8. Repeat Steps 1-Error! Reference source not found. for all the DTCS units supplied.

Test Result

#  Test Action Expected Behavior Result

Accept | Deviation Fail

1  Configure and save the
NTP servers as the
timestamping source

NTP status is in “Normal
Synchronized State”; NTP is used
as the primary timestamping
clock source

2 Remove NTP server
setting and submit
change

NTP status is immediately
updated to <blank> and the
timestamping clock source
switches back to local clock

Overall Result

Test case accepted: [,

4.3 User Access Control

not accepted [1

Use VSS Distributed Tap Web Ul to manage and control user access to System Settings, Network Port
Settings, Monitor Port Settings and Filter settings on the DTCS units.

Assumptions:

Before proceeding to the test procedures below, the following conditions must be satisfied:
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e The DTCS units can be reached remotely via web browser.

e Internet browser allows users to clear cache; if using IE8, IE8 mode is ON and Compatibility
mode is OFF. This is only required to work around a known issue in DTCS firmware v2.1: Access
control content may look incorrect in GUl when the same browser is used by different users.

Configuring User Access Control:

1. Inthe VSS web Ul, click on the Access Control link to view the list of Authorized Users.

| Authorized Users |
G ] 1 = K =
puv F k:onﬁm lkou [, Ports H Add User l
Sj’“’"‘ 1172 4/5 /e /78
i 9 10 ‘11 12 13 s
sdmin Network Port Monitor Port s e
Setti Setti
o 2 17 2189 Y20 /21 /22
Filter 23 24

F
ilter Libeary SettingsMaps

2. Click on + Add User and fill in the login information and access permissions for the following

users:
User Password Confirm Access Permissions Accessible Ports
TestUserl <password>  <matching System Settings <None>
password>
TestUser2  <password> <matching Network Port Settings 1,2,13,14,15,16
password> Monitor Port Settings
Filter Settings/Maps
TestUser3 <password>  <matching Filter Library <None>
password>
TestUser4 <password>  <matching Network Port Settings 3,4,5,6,7,8
password> Monitor Port Settings
Filter Library
Filter Settings/Maps
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3. Click Submit at the bottom of the page to apply the user access and other security settings. The
resulting user access configuration below is now saved:

.1
(Va7 {/1a (/e (V120 (V29 [V 222 []
fﬂm

FNEN ESE

-0.10 [Tt T2 [Tha .14 Th

TestUser1

|§

.17-13[319‘.@:2.
‘4

T

TestUser2

olﬂﬂzs4
Vhe

[Tz The Che [Tiz0 Tz
s Cl2s

i

(a7 (N , ™

.0.10.11 .12.13.14@151

TestUser3

Delete
E’k"uﬂoﬂil _—

"l 2 VeV Vs Ve Vr IV

[Tl [Tho [Tl Thaz [Tha [Tha F

TestUserd

[Che
Thz The The [Tho Ty T2 [0
kal2s

4. Logout from the current session and clear browser cache. (This is required to work around a
known issue in DTCS firmware v2.1: Access control content may look incorrect in GUI when the

same browser is used by different users.)
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5. Login as TestUserl. Verify that on the left, TestUser1 only has access to system configuration
privilege: System Settings, SNMP Settings, Access Control.

vss)

Status

System Status
Network Activity

Settings

System Settings

SNMP Settings
Access Control

Save Settings
Load Settings

Support

System Software
Contact Us

Y| Set clock from browser’s (PC's) clock
User: TestUser1 Date:|foe /17 72011

Time: |09 : 25 : 20
Logout NTP Server 1:
NTP Server 2:

6. Repeat Step 4 to logout and clear cache. Login as TestUser2. Verify that on the left, TestUser2
only has access to Port Settings and Monitor Settings.
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7. Verify that in Port Settings, TestUser2 can only access ports 1, 2, 13, 14, 15, 16.

vss)

monitoring

Status

System Status
Network Activity

Settings

Port Settings
Monitor Settings
vSlice Settings
MPLS Stripping

Save Settings
Load Seftings

Support

Contact Us

User: TestUser2

Logout

EiE
13

14 15 16

| Port 1 Settings
Port Name: |[ |[Tvee: B
= SFP+ Module FINISAR CORP. FTLX8571D23BCV
Speed: =% ic |dentification: {(1G/10G)
@ 106 = = =
Class: - = @ span ) Monitor | vStack+

Save Changes

8. Verify that in Monitor Settings, TestUser2 can only create port mappings for ports 1, 2, 13, 14,
15, 16; but can still access the filters already in the Filter Library.

Filtering and Monitor Output Settings

Each row below represents 8 mapping of Network Port input to Monitor Port output.
To add a new mapping row, click the "+Add" button below.
To remove a mapping row, click the "Delete” button on the desired row.

Save Settings
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Filter Expression Network Port Input Monitor Port Output Rank
¥]13 @14 ¥ 15 Fl1e
i (Unfitered) @14 2 Load Balancing: ﬂ
(Nonmatch) None (output to all selected ports) B
-
HTTP ‘ Add new mapping \j
1 ICMP




9. Repeat Step 4 to logout and clear cache. Login as TestUser3. Verify that on the left, TestUser3
only has access to the Filter Library and can save/delete/copy filters in the Filter Library.

( VSS e
monivoring
+ Add new filter 8 Save Filter I
Filter Name:
Filter: ,— Delete Filter
Status
. Copy Filter |
System Status
Network Activity
Condition:
Settings neten
Filter Library

Quick Detailed Advanced

wSlice Library

] Monitor packets to or from:
Save Seffings

Load Settings MAC/Ethemet Address | o |
Support or IP Address | o |
S Usingfrﬂtﬂwl(s] ) ) ) ) )
@ anyignere Cicmp Oiemp O ospr Orswe O are O rare
User: TestUser3 © Tcp: Frrre Elurres D reinet Clssu [rsn Flrre
Esure Ororz Elunte Euwres e Elioar
Logout _
2 uop: Eswme Ente Elons  Dnemios Evere Elsootronce

10. Repeat Step 4 to logout and clear cache. Login as TestUser4. Verify that on the left, TestUser4
has access to Port Settings, Monitor Settings, Filter Library, and Filter Settings/Maps.
11. Verify that in Port Settings, TestUser4 can only access ports 3,4, 5,6, 7, 8.
vss) || 1
5|8

monltoning

I Port 3 Settings

Status

Port Name: Type: |[sFP+

System Status = SFP+ Module FINISAR CORP. FTLX8571D3BCV
Network Activity Speed: — 16 \dentification: (1G/10G)

Settings

— © Span @) Menitor ' D vStack+

© 106
Class: ]

Port Settings

Filter Library
Monitor Settings

v Slice Library Save Changes

m

MPLS Stripping

Save Seftings
Load Seftings

Support
Contact Us

User: TestUser4

Logout
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vss) |

monitoning

Status

System Status
Network Activity

Settings

Port Settings

brary

rary

Monitor Settings

vSlice Library
vSlice Seftings

MPLS Stripping

Save Settings
Load Setftings

Support
Contact Us
User: TestUserd

Logout

m

12. Verify that in Filter Library, TestUser4 is able to save/delete/copy filters.

© uor:

D SNMP D NTP

D DNS D NetBIOS

D TFTP U BOOTP/DHCP

Monitor Filtering
HTTP 3 Save Filter
Filter Name:
Filter: iCMP Delete Filter
+ Add new filter —
. Copy Filter
Condition:
Z
Quick | Detsiled | Advanced
Monitor packets to or from:
MAC/Ethernet Address | o |
or IP Address | o |
|using protocol(s):
® Anyignore D icme ©Q1iemp @ ospr @ rsve @ are © rare
{ : ) TCP: D HTTP D HTTPS E Telnet D SSH :] RSH D FTP
Esmre Elrors Elnnte Tnntes Eire  Dipae

7, 8; and can access all the filters in the Filter Library

vss)

monitoning

Status

System Status
Network Activity

Settings
Port Settings

Filter Library
Monitor Settings

vSlice Library
vSlice Seftings

MPLS Strippin

Save Settings
Load Settings

Support
Contact Us

User: TestUser4

Logout

mn

Filtering and Monitor Output Settings

Each row below represents a mapping of Network Port input to Monitor Port output.
To add a new mapping row, click the "+Add"” button below.
To remove s mapping row, click the "Delete” button on the desired row.

13. Verify that in Monitoring Settings, TestUser4 can only create port mappings for ports 3, 4, 5, 6,

Filter Expression

Network Port Input

Monitor Port Output

(Unfitered) [+
(Nonmatch)

Vs Vs

s We M7

Losd Bslancing:

Vs

None (output to all selected ports)

= 3

HTTP ‘

*
‘Add new mapping (31

— icuP |

Save Settings

Note for users with “Filter Settings/Maps” access privilege can view all the existing monitor mappings,
including mappings for ports they are not permitted to access. This means they are able to delete
mappings created by other users for other ports, or modify these mappings to use the ports they have

access to.

24| Page

VSS Distributed Traffic Capture System




The following example shows how users with “Filter Settings/Map” access may affect other users’

configuration:

e Both TestUser2 and TestUser4 have access to Filter Settings/Map access

e TestUser2 is only allowed to access ports 1, 2, 13, 14, 15, 16.

e TestUser4 is only allowed to access ports 3,4, 5,6, 7, 8.

As seen from the admin view, TestUser2 and TestUser4 have created their own mappings as follows:

Filter Expression Netwark Port Input Wonitor Port Outpust Rank
5 e T 8 g 10 " 12
V13 #14 15 [C1e Caz C1g D49 [Da2o
HTTR [=] ¥4 02 Ms O4 21 [O22 Oz Oas g
Load Balancing =
IP Dest+Source, & TCP/UDP Dest:Source [« |
5 e 7 8 ] 10 1" 12
13 [[14 @15 Fl1e Cl17 s 19 Oz =
(onmatch) [ 71 D2 Es s 21 (22 [lzs Flzs =]
Load Balancing! =
F Dest=Source, & TCR/UDP DesteSource v |
Vs e 7 8 9 10 " 12
13 s Elis Hlre Flaz Cag e o L)
ICHP [+] 1 Oz Fls ¥ 21 (22 [C2a Caa &
Load Balancing =
F Dest=Source, & TCR/UDP DestsSource [ |
s Ve M7 8 9 10 " 12
13 H1s F1s B Blvr B1s Bre B0 L]
HTTP [=] 1 02 Bl M 21 O22 O2a Tas =)
Load Bslancing; =
P Dest=Source, & TCPUDP DestsSource [ |
5 Ces D7 Mls M M0 D41 M4z
13 14 18 18 17 18 18 20 ﬁ
Nonmatch) [ | 1 Oz s B 21 [z [F2a M2s
21 (22 D23 [ =
Lead Balancing:
IF Dest=Source, & TCPIUDF Dest+Source [+ |
Add new mapping L]

When TestUser2 logs in, the Monitor Setting view shows all 5 mappings, including the mappings created

by TestUser4.

Status

System Status
Network Activity

Seftings
Port setings
Monitor setings
uStice setings
WPLS Stipping

Save Seftings
Load Seftinas

Support
Contactus
User: TestUser2

Logout

Modet
V245P-5PAN
Software:

2118

Filter Expression

Network Port Input

Monitor Port Output

g

¥l13 14 15 Clie

e =] @1 F= Load Balancing &l
P Dest+Source, & TCPIUDP Dest=Source [w] =
14 @15 @1e L]
(onmaten) [] @ Ha Load Balancing 3]
P Dest-Source, & TGPIUDP Dest-Source v 2
14 F1s e &
P 1 2 lLoad Balancing: l
P Dest-Source, & TCPIUDP Dest-Source v =
13 O Dis Oie ]
e =] . B2 Losd Balancing #
P Dest+Source, & TCPIUDP Dest-Saurce =] B
13 O4a T1s Os &

) 2 lLosd Balancin
onmatch) [] 1 02 2 x

P Dests Source, & TCPUDP DestsSource [<]

Delete
Add new mappi

Save Seftings

If TestUser2 deletes the last mapping (“Nonmatch” filter, from ports 3, 4 to port 8), the settings can be

saved without any errors or warning.
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** Settings have been saved **

Filter Expression Netwerk Port Input Menitor Port Qutput Rank
¥ 13 M]14 C1s Che
WP = 71 B2 Load Balancing 3
IP Dest=Source, & TCR/UDP Dest+Source [+ | =
13 [C1a #his @ie =
{Honmaton) [=] 9. B | csd Balancing B
P Dest=Source, & TCRIUDP Dest=Source [+] ®
15 Clae =
ICMP [=] 1 D2 Load Balancing 3]
IP Dest+Source, & TCP/UDP Dest+Source | =
13 [[1s [s Cae =
HTTP IZ‘ 1 2 Load Balancing: =
3
IP Dest+Source, & TCP/UDP Dest+Source [v] —]
Acki e mmeeping| 4]

Save Settings

As the result, in the admin view, the last mapping created by TestUser4 is permanently removed by
TestUser2, despite the fact that TestUser2 does not have access to ports 3, 4, and 8.

Filter Expression Network Port Input Wonitor Port Qutput Rank
5 Cle 7 Cs Do Do D11 Ha2
W] 13 [ 14 [J1s [l1e [ a7 [Clas [[1e 2o
HTTP [=] 71 02 Oa O« 21 22 D23 O2s &
Losd Balancing =
1P Dest-Source, & TCPIUDP Dest+Source [
5 6 T 8 8 10 1 12
13 [T 14 15 @l1e C17 g e Clao =
(Honmatch) [+ ] vl O Hs Bs 21 M2z [Fza Dlas =
Load Balancing. =
1P Dest+Source, & TCPUDP Dest-Source ]
Vs 8 7 8 9 10 " 12
13 O1s D15 Do Dar Drs Cve D =
icup [=] 1 02 [ Ml 21 D22 D23 [2s 3|
P — ®
P Dest=Source, & TCRIUDF Dest=Source [ ]
5 Mo M7 O Ce Do 11 Oz
13 M1 17 [C1e E1s D20 o]
HTTP =] 1 02 @a Fa 21 (22 a
Load Balancing
P Dest+Source, & TCPAUDP Dest-Source [
Add new mapping —]

Because of this current behavior, the recommend practice for modifying monitor mappings in a multi-

user environment is to modify/delete only the mappings of ports the users have access to, and

recognize that mappings shown with “no ports selected” may belong to other users and should not be

modified or deleted.

Test Result

#  Test Action

Expected Behavior

Result

Accept | Deviation

Fail

1  Loginas “admin” and
configure user access
control

Users with “System Settings”
access (admin) can add/delete
users, set password, grant
specific access privilege to ports
and specific configuration areas)

2 Login as user with
limited Network Port and
Monitor Port access

Users can only access the
assigned ports in Port Setting
and Monitor Setting views; Users
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cannot view/modify filters, but
can apply pre-existing filters for
Monitor Settings

3 Login as users with only Users only add/delete/copy
Filter Setting access filters and cannot access any
port or monitor settings

Overall Result

Test case accepted: [, not accepted []
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5 Port Configuration and Testing

5.1 Port Configuration

The DTCS product family supports a range of physical media and port link speed, including fiber at 10G
and 1G, and copper at 1G and 10/100. Depending on the hardware configuration, each port can be
configured in different classes: Tap, Span, Monitor, and vStack. The following sections will demonstrate
the configuration of each port class and the special features VSS supports to allow these devices to be
the most reliable capturing system when installed inline with the live network.

5.1.1 Span Ports

Different from what common industry term for “span” ports, a “Span” port in the DTCS means the port
is in a simple input port. When configured as “Span”, the port runs in a unidirectional receive mode.

All DTCS ports can be configured to “Span” mode.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.

1. Click on the Port Settings on the left and select the port number that will be a input port
Select SPAN as Class, and type an appropriate name in Port Name dialog box as shown below:

| bs Port 5 Settings
[Port Hame: [pswdma201Te11/ | [Type: [sFP+
SFP+ Module FINISAR: GCORP. FTLX85710D38GCV
Speed: E Identification:
2 106G
Class: - = '@ Span Maonitor vStadc+

Save Changes |

3. If there are other ports to be configured as SPAN ports, click on the number of the next port to
be configured to apply the configuration to the current port, and to access the configuration
page for the next port. Repeat Steps 2-3 to configure additional SPAN ports.

4. Click Save Changes to apply port configuration to the current port. This action will redirect the
browser to the System Status page, which reflects all the port class configuration:

sllmmazm-Teﬁm Up | 10G |5pan | | oK |-2.55dE|m.-2.?5dE|m |
§|p5wdm5202—Te1'1.l’4 Up | 106G |5pan | | oK |-2.59dElm,—2.55dElm |
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Test Result

#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Configure and save the System status shows that the
port in SPAN mode port is running SPAN mode

Overall Result

Test case accepted: [, not accepted []

5.1.2 Monitor Ports

As the name suggests, a “Monitor” port in the DTCS runs in the unidirectional transmitting mode, which
is generally used to connect to a monitor or analysis tool that processes the data.

All DTCS ports can be configured to “Monitor” mode.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.

1. Click on the Port Settings on the left and select the port number that will be a input port
2. Select Monitor as Class, and type an appropriate name in Port Name dialog box as shown

| Port 2 Settings
|F'c:rt Narme: |p:;n: 2 |T}"PE |E’FP+
SEP+ Madule FINISAR GORP. FTLX14710D3BGV
Speed: E Identificaticn: (161 P
9 106
Class: ‘h Span '@ pMohitor vStac+

Maonitor Port Tagging:
Insert Network Port number VLAN tags in Monitor Port output

Save Changes I

3. If there are other ports to be configured as Monitor ports, click on the number of the next port
to be configured to apply the configuration to the current port, and to access the configuration
page for the next port. Repeat Steps 2-3 to configure additional Monitor ports.

below:
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4. Click Save Changes to apply port configuration to the current port. This action will redirect the
browser to the System Status page, which reflects all the port class configuration:

| zl}\;;rtz | up | 106 ||Moniter n | oK |-1.5adE|m,-1.73dE|m |
Blp{:rtB Up | 10G |Manital |J | oK |-1.34dE|m.-2.01 dBm |
Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Configure and save the System status shows that the
port in Monitor mode port is running Monitor mode

Overall Result

Test case accepted: [, not accepted []

5.1.3 Tap Ports

Please refer to sections 5.2 vAssure and 5.3 LinkSafe for more details in tap port configuration.

5.1.4 vStack Ports

Please refer to section 8 vStack+ for more details on vStack configuration.

5.2 VvAssure

The vAssure link recovery technology, exclusive to VSS Monitoring, minimizes tap switchover times to
within 30-150ms. vAssure applies to GbE copper links and allows tap power up/down without loss of
link and without requiring link re-negotiation on the physical connection. Switchover times less than
200ms prevent Spanning Tree and secondary routes to be initiated in complex networking environments
which minimizes the effects known to be issues in tapping GbE copper environments.

This test procedure provided in the sections below will verify tap switchover time for power off or
power up is less than 150 ms using the fping utility with set testing parameters easy to determine
the switchover time.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS unit supplied is equipped with built-in GbE UTP port pairs
e The DTCS units can be reached remotely via web browser.
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5.2.1

5.2.2

8.

Successful login into the DTCS management console via a web browser.
Fping.exe (on a Windows system) program is available.

This is generally in the ./system32/ directory or can be downloaded from
http://fping.sourceforge.net/.

Network elements connected directly to the DTCS tap ports are enterprise grade late model
devices. If equipment older than five years or low grade network gear such as D-link,
Netgear, Linksys, etc. is used for testing, results may not be consistent. Low grade
equipment is commonly overwhelmed by high ping count testing. Rebooting the low grade
equipment while the DT is powered on and vAssure is enable may be necessary to increase
success rate of the test.

Enabling vAssure

Launch your browser and go to the URL http://<IPaddr>

On the VSS Web U, click the Port Settings link and select a port that is a member of a tapping
UTP port pair.

Verify the radio button in the Class section is set to Tap.

To enable vAssure, go to the vAssure Fast Failover configuration box, click the radio button next
to Enable.

Port 1 Settings
Port Mame: Type: 10Baze-T/00B ase- TXM000B
Auto Hegotiate: v on lazs: :2 a Tap F]Span .
Auto Hegotiation Advertisements * Enabled
Linksafe:
¥ 100 ¥ 100H ¥ 10000 ¥ symmetric Pause " Disabled
¥ 10F W 1o0F ¥ qo00F W asymmetic Pause | |Monitar | [
output @
i+ timastamping: | ' Disabled
Link state: Auto (normal) ping
" Force down Maniter [
output
portstamping: * Disabled
ure Fast {* Enabled
et " Disabled

Click Save Changes. This will automatically take you to the System Status page. Port 2 will
automatically have vAssure enabled as the tap port partner of Port 1.

Initiate and Activate vAssure:

To initiate vAssure, logout of the Distributed Tap Web Ul and power off the tap.

Connect the Ethernet cables from the two network elements between which the link will be
tapped. (See Figure 1 Connection diagram for verifying vAssure).

Wait until you have link light on for both network elements.
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9. Check each network element to verify speed/duplex of 1 gigabit/full was negotiated through the
unpowered tap.

10. Test your network connection through the unpowered tap by launching your browser from a
system connected on the switch side of the tapped link and connecting to
WWww.vssmonitoring.com .

11. For the tap to “learn” the proper link values of the end devices, power on your tap and wait until
you hear the magnetic relay click open.

12. Connect to the tap Web Ul and go to the System Status page.

13. Verify that your two ports have negotiated 1G/Full for speed/duplex and link state is “Up”.

Note: If the speed is any other than 1G then vAssure will not give consistent expected results.
This feature was designed to enhance only 1G copper environments.

Port Status
Fort |Name |Link Speed Duplex Negoliate MDI @ Class Monitor Status
A Dowun e = = Monitor
B Down - = = Monitor
c Down - = -~ Monitor
I’ 1] D owun - = = |Monitor
1 up 1G | Full Aute Aute Tap AB CD 17 18 19 20 21 22 2% 24| LinkSafe
r Up 1G | Full Aute  Auto Tap A B C D 17 16 19 20 21 2z 2% £4| LinkSafe
> 3 [rowan - Aute | Autoe Tap AB C D 17 1& 19 20 21 2z 22 24 LinkSafe En
4 [rowan - Aute  Aute Tap A B C D 17 1& 19 20 21 2z 22 24 LinkSafe En
5 [ronun - Aute Auto Tap A B C D 17 18 19 20 21 22 22 4 LinkSafe En

5.2.3 Verify vAssure

To activate vAssure, power off your tap and back on again.
Verify once again the negotiated speed/duplex is 1G/Full on the System Status page.

3. While the DT is powered on go to a command, from a system on one side of the tap use the
fping utility to ping a system on the other side of the tap with the following parameters set to
run a test of 3000 pings at a 1 ms interval with a timeout of 10 ms.
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10/100/1000 1x 2 Aggregation Tap

@ i I.Inn!lt-\ng Ports

oL L J

) |

Example:
Fping 192.168.1.2 —t 10 —n 3000 -w 1

— @2 =
y ] |
192.168.1.1 1G Switch 192.168.1.2

Figure 1 Connection diagram for verifying vAssure

At a command prompt type:
Fping <IP_addr>-t 10 —n 3000 -w 1

Canz
Czw>
Canz
Czw>
Canz
G2
RN
G2
RN
G2
Czsafping 192_168.11.1 —t 18 —n 3008 —w 1_

4. You should receive results similar to the following screenshot:

Replyl2996]1 from 192.168.11.1: bytes=32 time=1.8 ms TTL=6b4
Replyl2997] from 192 .168_11.1: bytes=32 time=1.8 ms TTL=6b4
Reply[2998]1 from 192.168.11.1: bytes=32 time=1.6 ms TTL=6b4
Replyl2999]1 from 192 .168_11.1: bytes=32 time=1.5 ms TTL=6b4
Replyl[3088] from 192.168.11.1: bytes=32 time=1.6 ms TTL=64

Ping statistics for 192.168_11.1:

Packets: Sent = 3080, Received = 2996, Lost = 4 (Bx loss)
Approximate round trip times in milli-seconds:
Minimum = 1.5 ms,. Maximum = 18.8 ms,. Average = 1.6 ns

Gz
Explanation: Each ping lost (4 in this case) represents 10 ms because that is the setting for the

timeout for a response. Therefore 4x 10 ms = 40 ms when vAssure is enabled and the DT is
powered on.
5. Record the loss in ms for baseline fping test :
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6. Next launch the test again then immediately pull the power cord from the rear of the DT.

eplyl2Z?76T from 172168 .11.1: bytes=32 time=1.6 ms TIL=G(4
eplyl2997]1 from 192_.168 .11 .1: bytes=32 time=2.8 ns TTL=64
eply[2998]1 from 192.168.11.1: bytes=32 time=1.5 ms TTL=64
eplyl2992]1 from 192_.168 .11 .1: bytes=32 time=1.6 ms TTL=64
eplyl3888]1 from 122.168.11.1: bytes=32 time=1.6 ms TTL=64

ing statistics for 192.168.11.1:

Packets: Sent = 38BHA,. Received = 2993, Lost = 7 (Bx loss?
pproximate round trip times in milli-seconds

Minimum = 1.5 mz,. Maximum = 51.8 ms. Average = 1.7 ms

HLY-]
Explanation: Each ping lost (7 in this case) therefore 7x 10 ms = 70 ms when vAssure is enabled
and the DT is powered off.

7. Record the loss in ms for test during power down of the DT:
8. While the power is still off, launch the test again then immediately restore power the DT.

eplyl[2996]1 from 1922.168.11.1: bytes=32 time=1.5 ms TTL=6b4
eplyl2997]1 from 192.168.11.1: bytes=32 time=1.6 ms TTL=64
eply[2998]1 from 122.168.11.1: bytes=32 time=1.5 ms TTL=64
eplyl2999]1 from 192.168.11.1: bytes=32 time=1.6 ms TTL=64
eply[3B8BB]1 from 1922.168.11.1: bytes=32 time=1.5 ms TTL=64

ing statistics for 192.168.11.1:

Packets: Sent = 3888, Received = 2996, Lost = 4 (Bx loss)
pproximate round trip times in milli-—seconds:

Minimum = 1.4 ms, Maximum = 18.8 ms. Average = 1.6 ns

Y
9. Record the loss in ms for the test during power restoration:
10. Through the Web Ul click on the System Status link, select the Setup button at the end of the
Port 1 row.

11. Next to vAssure Fast Failover, select the radio button next to Disable.

Port 1 Settings

Port Hame: | Type: A0Base- THM00Baze- TXMOO0Baze-T Rl45
Auta Negotiate: v on Class: | o Tap - Span " Maniter T wStader
Auto Hegotiation Advedizements ™ Enabled
Linksafe:
M 104 M 100H ¥ 1000H W Symmetiic Pause " Disabled
W 1o I 00F ¥ 1000F W asymmetic Pause [
Monitor output timestamping: & nakie
ie * Dizabled
Link state: Aute (normal)
" Farce down " Enabled
Monitor autput portstamping:
{* Disabled
=

b

Pszure Fast Failowver Enzblad
Dizabled

Save Changes
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12. Next launch the test again then immediately pull the power cord from the rear of the DT now
that vAssure is disabled.

eplyl2996]1 from 192.168.11.1: bytes=32 time=3.5 ms TTL=h4
eplyl229?] from 192.168.11.1: bytes=32 time=3.5 ms TTL=64
eplyl[2998]1 from 122.168.11.1: bytes=32 time=2.%7 ms TTL=64
o |
2

eplyl2292] from 122.168.11.1: bytes=32 time=3 ms TTL=64
eply[388@]1 from 192.168.11.1: bytes=32 time=3 ms TTL=64

ing statistics for 192.168.11.1:
Packetz: Sent = 3BBB. Received = 2986, [Lost = 14 <B» loss?
Approximate round trip times in milli-seconds:
Minimum = 1.5 ms, Maximum = 128.1 ms, Average = 2.8 ms

C=n2
13. Record the loss during power down in ms for the test when vAssure is not enabled:

Repluyl2296]1 from 192 .168.11.1: bytes=32 time=1.6 ms TTL=6b4
Replyl[29927]1 from 192.168.11.1: bytes=32 time=1.6 ms TTL=b4
Repluyl2998]1 from 192.168.11.1: bytes=32 time=1.6 ms TTL=64
Replyl[2999]1 from 192.168.11.1: bytes=32 time=1.7 ms TTL=b4
Repluyl3B88A]1 from 192.168.11.1: bytes=32 time=1.5% ms TTL=64

Ping statistics for 192.168.11.1:

Packets: Sent = 3080. Received = 2985, |Lost = 15 (B loss?
Approximate round trip times in milli-seconds:
Minimum = 1.4 ms. Maximum = 18.8 ms, Average = 1.6 ms

LN
14. Lastly, restore power to the DT and launch the final test with vAssure disabled during power

restoration.
15. Record the lost during power restoration with vAssure disabled:

Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Launch abrowserona There should be link on and

system connected to the  1G/full for both network

switch side of tapped link elements connected to the DTCS

while DTCS is in “power tap port pair. The connection to

off” state the website should be successful
through the unpowered tap

2 vAssure test using fping Packet loss represents <150ms
during power down and
restoration

Overall Result

Test case accepted: [, not accepted []
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5.3 LinkSafe

VSS removes ‘point of failure’ concerns associated with copper gigabit taps placed inline. The LinkSafe
feature monitors both sides of a tap for link status. If one link fails, the tap causes the other link to drop
immediately, thereby enabling the router to realize the failure and reroute packets through a redundant
path. The tap then continues to monitor both links until they become available again, at which time the
tap re-establishes the primary link between the router and switch. This is bi-directional, and no user
intervention is required when the link fails or is re-established.

To simplify installation, the LinkSafe feature is not enabled until both links are up. Immediately after
power up, the tap will leave both links enabled. This allows for easy link verification during the
installation process. Once both network links are up, the LinkSafe feature will begin to watch each link’s
status and propagate any error conditions.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS unit supplied is equipped with built-in GbE UTP port pairs
e The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.

5.3.1 Fail Link on One Port of Tap Pair

1. Go to the System Status page and verify “LinkSafe OK” is in the Status column for Port 1 and
Port 2. This means LinkSafe is enabled and active for that tap port pair.

Port Status
Fort MHame Link |Speed Duplex Megotiste MOl | Class Monitor Status Setup
A Lrowun - - - |Monitor
B D own - - - Monitor

1 /IM5-HS5 (56ay5R1 | Up 1% | Full Aute Aute | Tap (&2 B LinkSafe Ok
2 IMS-HS S (56a) Up 1% | Full Auto Auta | Tap |& B LinkSate Ok

2. Unplug the copper Ethernet cable connected to Port 2.
3. Go to the System Status page and verify link down has been detected on Port 2 and that Port 1
has also been forced to a “disabled” state.

Port Status
Fort Marme Link |Speed Duplex Megotiste MOl | Class  Monitor Status Setup
A [ awun - - - Monitar
B [rowun - - - Monitar

1 IMS-HSS (SGarSR1 Down - Auto Aute | Tap A E Link Dizabled
2 IMS-HSS (56a) Lrowun - Auto Aute | Tap A E Link Failure
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5.3.2 Restore Link

1. Reconnect the copper Ethernet cable to Port 2.
2. Go to the System Status page and verify restoration was detected on Port 2 and that Port 1 has
also been returned to “LinkSafe OK” state.
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6 Standard Feature and Configuration Testing

6.1 Selective Aggregation

Not all aggregation is alike. Static aggregation, like that used in traditional network taps, does not allow
users to configure what network traffic is aggregated to each monitor port. With selective aggregation,
available in all VSS Monitoring Distributed Traffic Capture devices, users can define how network input
ports are directed to each monitor output port, allowing each monitor port an independent, completely
selectable view of network inputs.

6.1.1 Selective Aggregation Configuration

The objective for this portion of the test procedure is to demonstrate the flexible nature of selective
aggregation.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.
e The following port configurations are successfully applied:
o SPAN Ports: Ports 1, 4 (or any other Span ports)
o Monitor Ports: Port 2, 3, 6, 8 (or any other 4 Monitor ports)
o Traffic generator with 2x GbE port connection to the DTCS SPAN ports (eg. Laptop with any
type of packet player)
o Traffic capture tool with 2x GbE port connection to the DTCS monitor ports (eg. Laptop with
Wireshark installation)

In the VSS web GUI, go to Monitor Settings.
Check the boxes next to Ports 1 and 4 in the Network Port Input column.

3. Check the box next to Port 2 and 3 in the Monitor Port Output column, with Load Balancing
selected as None:

Load Balancing:
Mone (output to all selected ports) -

Filter Expression Network Port Input Monitor Port Output Rank
#a2 Fa
|:|1‘1 D12 D13 D14 D‘15 D‘H! D‘ﬂ"
[+ [#a El+a 7
Os Oe O+ O Do Dvo D23 |F4g Flao Flzt Flzs Flos =

4. Click Save Settings.
5. Connect ports 1 and 4 to the traffic generator.
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6. Connect ports 2 and 3 to the traffic capture tool.

7. Inthe VSS web GUI, go to Network Activity, All Counters. Scroll down to the bottom and click
on Clear Counters to reset the aggregated statistics on all the ports.

8. Start traffic generation.

9. Wait for 10 seconds and stop traffic generation.

10. Verify that the Tx for Port 2 and 3 is the same as the Rx from both Ports 1 and 4.

11. Use Wireshark or other traffic capture tools and repeat Steps 8-9 to verify that the packets
received on the monitor ports are not altered.

Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Transmit traffic into Network Activity counters show
SPAN Ports 1 and 4 the correct Rx packet count on

ports 1 and 4

2  Map SPAN Ports 1and 4  Network Activity counters show
traffic into Monitor Ports  the correct Tx packet counts on

2and 3 ports 2 and 3, which is the
combined Rx counts from ports
land 4
3 Capture packets The captured packets from
transmitted by the Ports ~ Monitor ports 2 and 3 are not
2and 3 altered

Overall Result

Test case accepted: [1, not accepted [

6.1.2 Configure and Verify Selective Aggregation

Note: Selective Aggregation testing will be combined with using filters. Please continue to the section
6.2 Filtering.

6.2 Filtering

When aggregating multiple network input ports together it is possible to oversubscribe either the
monitor output interface or the processing capacity of the monitor device connected to the interface.
Filtering the traffic to a smaller portion of traffic is one way to mitigate this tendency.

The following test procedure will demonstrate how filters of different complexity can be configured and
applied.
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Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.
e The following port configurations are successfully applied:
o SPAN Ports: Ports 1, 4 (or any other Span ports)
o Monitor Ports: Port 2, 3, 6, 8 (or any other 4 Monitor ports)
o Traffic generator with 2x GbE port connection to the DTCS SPAN ports (eg. Laptop with any
type of packet player).
e Traffic capture tool with 2x GbE port connection to the DTCS monitor ports (eg. Laptop with
Wireshark installation)

6.2.1 Quick Filters

In this section a simple filter called HTTP will be created and used to send only HTTP traffic to certain
monitor output port while all other packets will be sent to the other monitor output port. Selective
aggregation in combination with filtering will be shown to demonstrate a technique for preventing the
oversubscription of monitor output ports.

1. Inthe VSS Web Ul, click on the Filter Library link.
2. Click on Add new filter and select the Quick tab.

Monitor Filtering

Sawe Filter
Filter Marne:
Filter:

Caonditian:

Cluick Detailed Advanced

Monitor packets to or from:

MACEthemet Address | o |

or IP Address | ok |
Using protocolis):
* angnere © oicwe O eme O oser O rswe © arp U Rarp

TR [ wrte T owtTPs [ Telnet [ ssH [ rsn [ F7P

3. Type HTTP into the Filter Name: dialog box.
4. Click the TCP radio button and check the box next to HTTP.
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5. Click the Save Filter button.

Monitor Filtering

Sawve Filter
Filter: ATTe

IP Protocol & and { TCP Dest Port 80-31 or TCP Source Port S0-21 )

Caondition:

Cluick Detailed Advanced

IMonitor packets to or from:

MAC/Ethemet Address |

or [P Address |

Using protocol(s):

emP— 1emP  © ospr © rswe  © arp O Rarp
O T W HTTP HTTPS | Telnet [ s5H [ rsn [ FrP

suTe | porz | wnTe [ owwtes [ re [ Loar

" upp: [T sume T nte T ons [ wetwios [ te7e [ BoOTRIDHCP

6. Inthe VSS Web U, click on the Monitor Settings (Filter Settings depending on model) link.

7. Click on the Delete button at the end of the default network ports to monitor ports mapping
row. A pop-up warning message will appear to confirm deleting the mapping for the filter
“(Unfiltered)”.

8. Click OK and the following screen should appear:

Status 5 H H H 3
e it Filtering and Monitor Output Settings
Hetwanr b Activity

Each row below reprezents a mapping of Hetworde Fort input to bonitor Port output.
To add a new mapping row, clicdk the "+444" button bealow.

Settings To remowve a mapping rov, click the "Delete" button on the desired row.

Swstern Seftings
Port Settings
SHMP Sedtings

Aocess Cortrol Filter Expression Metwod Fort Input |Monitor Fort Output

+&dd
Filter Library

Filter Settings :
Save Settings

Slicing Library
Slicing Settings

b

9. Click the +Add button.

10. Select HTTP from the Filter Expression pull-down menu.

11. Check the boxes next to Ports 1 and 4 in the Network Port Input column.
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12. Check the box next to Port 2 and 3 in the Monitor Port Output column. You should have
something similar to the screenshot below:

Load Balancing:

Fity Expression Network Port Input Maonitor Port Cutput Rank
iz W3
11 12 13 14 15 16 17
1 g
http 18 ]
7 s = el = i ez 19 [Cl20 D21 [Dlaz [Tlas =

MNone (output to all selected ports)

13. Click Save Settings.

14. Connect a network cable from your laptop to Monitor Port 2.

15. Launch Wireshark (or analyzer of your choice) and start a capture in promiscuous mode.

16. Generate a mix of HTTP and other traffic to ports 1 and 4. Verify that the packets captured on
ports 2 and 3 are HTTP only.

File Edit View Go Capture Analyze  Statistics  Telephony Tools  Help

& e EEdX2Ee AesaF R || EE
Filter: ¥ Expression... Clean
Tirne: Source Destination Protacal — Info

L 0. 000000 65,54, 87,185 192.168.10.46 /HTTP Continuation

P 0.002415 65.54 87,185 1592.168.10.46 | HTTP Continuation

5 0, 003214 152,168, ] 55, 54, 87,180 C rodrmshc >

IO, 004388 55,54, 87,185 152.168.10.48 | HTTP Continuation

b 0.006407 65,54 . 87,189 192.168.10.46 | HTTP Continuation

b 0.007175 192.168.10.46 65,54 . 87,185 TP rdrmshc > htt

F0.005423 65,54 87,185 192.168.10.46 | HTTP Continuation

B O,011001 55,54 87,189 152.168.10.46 | HTTP continuation
0.011726 192.168.10.46 B5%.54. 87,189 TP rdrmshe = htt

D 0.013416 65,54 . 87,189 192.168.10.46 \ HTTP CDntinuatiEﬁy
M B0 AE RA K7 1RGO 107 TRR TN AR TTD FantSnnatio

4 b
60 bytes on wire, &0 bytes captured)

II, sSrc: Dell_c0:98:4f (00:21:70:c0:98:4F0, Dst: Wetgear_1f:92:1a (
Protocol,

Sro: 1592.168.10.46 (152.168.10.467), Dst: A5.54.87.189 (A5
don Control Protocol, src Port: rdrmshe (10750, Dst Port:| http (80):]

<
o000 00 1f 33 1f 92 1a 00 21 70 <0 98 4f 08 00 45 00 P T <
0010 00 28 af 05 40 00 80 06 &8 00 <0 a8 0a 2e 41 36 Y - T
0020 57 bd 04 33 00 50 39 fo e3 3b 73 Fh 47 9a 50 10 wW..3.P5. .}
Q030 B0 52 ee &F 00 00 00 OO0 OO0 QOO QO OO0 R .-
Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
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1  Attach Wireshark or Receive only HTTP packets on
probe of your choice to device connected to the monitor
verify only HTTP packets  output port on the DT
are delivered to monitor
output port

Overall Result

Test case accepted: [, not accepted []

6.2.2 Detailed Filters

In addition to the Quick Filters, the DTCS also supports Detailed Filters with the following filtering

methods:

e MAC Source Address

e MAC Destination Address

e Ethernet Type

e 802.1g VLAN Tag (ID)

e 802.1p/q VLAN Tag (Priority)
e [P Source Address

e |P Destination Address

e |P Type of Service (TOS) [IPv4] / IP Traffic Class [IPv6]
e |P Protocol

e |P Flow [IPv6 only]

e TCP/UDP Source/Destination
e Byte offset

The following test procedure will demonstrate how a filter can be created to match on only a specific

VLAN ID. In the screenshot below, the filter is matching on packets with VLAN ID 32 (0x20)
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SGSN3M4-PGWT1/2

Filter: SGSN3/4-PGW3/4 Filter n:;.-.e; -

+ Add new filter - Copy Filter

VIaN 32
‘Condition:

Quidk Detsiled Advanced

MAG Destination | o | -and-

MAC Source I ~o1- I -and-

EType | 4 Shoricuts - -and-

802.1g Tag VLAN ID |32— -and-

802.1p/g Tag Pricrity I— -and-

IP Destination I -01- I -and-

IP Source I ~o1- I -and-

IF Type of Service [TOS) [IPV4] / Traffic Class [IFVE] I_ _and-

The test procedure is similar to 6.2.1 Quick Filters, with the difference in the filter configuration
described below:

1. Inthe VSS web Ul, click on Filter library.
2. Click Add New Filter from the filter scroll list and select Detailed tab.

.- |

HTTP o Save Filter I

Filter Name:

i I Lo e |
. Copy Filter I

‘Condition:

L Y
Quick| [ Detailed | [tdvanced |

Walnin".‘"‘y:mrexis&ngjfilbe( expression containg OR i or complex i than this fill-in-the-blanks tab should not be usad.

3. Inthe 802.1q Tag VLAN ID field, enter 32 to configure the VLAN ID value to filter on.
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Detailed Advanced

: If your existing filter expression contains OR relationals, or complex pan

MAC Destinaticn

MAC Source

EType 4

802.1q Tag VLAN ID |32 ]

202.1p/g Tag Priority

4. Click on the Condition text box, the filter string VLAN 32 should be automatically generated.
5. Click Save Filter to save the filter. This filter can now be used in Monitor Settings as shown

below:
l’\? 1 2 DB D4 15 17 D13 D19 DZO D21 DZZ DZB lﬂ
VLAN 32 ~|0s Be B e Ea El1o E11 12 2 . ol
Load Balancing:
O1a M1 COas None (output to all selected ports) -

kel neww mapping 19

#

In the setup depicted in the screenshot, all traffic coming into ports 1 and 2 (Tap or SPAN)
with VLAN tag 32 traffic will be send to ports 16 and 17 (Monitor).

6. To verify that the packets are filtered correctly, connect ports 1 and 2 (or the selected Tap
or SPAN ports) to a traffic generator sending traffic containing packets with VLAN ID 32 and
other packets without VLAN ID 32; Connect ports 16 and 17 (or the selected Monitor ports)
to a traffic capture tool and verify that the captured packets are only packets with VLAN ID

32.

Test Result

#  Test Action

Expected Behavior

Result

Accept | Deviation Fail

1  Attach Wireshark or
probe of your choice to
verify that only packets
that match the VLAN ID

to monitor output port.

in the filter are delivered

Receive only filtered VLAN ID
packets on device connected to
the monitor output port

Overall Result

Test case accepted: [,
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6.2.3 Advanced Filters

This section describes the custom offset filtering capabilities of the VSS devices. Offset filters are used
when you need to filter by looking into the packet for specific sequence of bytes at specific offsets.

To aid creation of a custom offset filter, Wireshark is often used as a reference tool to locate the exact
byte (or bytes) offset to be filtered on. As an example, consider the following ICMP Echo Request
Packet:

0000 00 26 50 61 09 91 00 19 66 86 4c 5e 08 00 45 00 .&Pa.... f.LA..E.
0010 00 3¢ 75 98 00 00 80 01 20 00 Qa 13 48 05 0a 13 .<u..... ceuHa.
0020 48 fe 08 00 4a 7c 00 01 02 df 61 62 63 64 65 66 H...J|.. ..abcdef
0030 67 68 69 6a 6b 6¢c 6d 6e 6f 70 71 72 73 74 75 76  ghijkimn opgrstuv
0040 77 61 62 63 64 65 66 67 68 69 wabcdefg hi

The values in the first column denote the byte numbers of the first bytes on that line:

e On the first line, ‘0000’ represents the 1% byte in the packet, 0x00.

e On the second line, ‘0010’ represents the 16" byte in the packet, 0x00.
e On the third line, ‘0020’ represents the 32" byte in the packet, 0x48.

e On the fourth line, ‘0030’ represents the 48" byte in the packet, 0x67.
e On the fifth line, ‘0040’ represents the 64" byte in the packet, 0x77.

The following diagram shows the byte number and the actual values corresponding to that number:

Byte 0—__
N
\
0000 00 26 50 61 09 91 00 19 66 86 4c 5e 08 00 45 00 &Pa.... f.LALLE.
__-0B020—+00 3c 75 98 00 00 80 01 20 00 Oa 13 48 05 Qa 13 U o Ho
Bytd 16 002048 fe 08 00 4a 7c 00 01 02 df 61 62 63 64 65 66 H...J|.. ..abcdef
3’0,6? 68 69 6a 6b 6¢c 6d 6e 6Ff 70 71 72 73 74 75 76  ghijklmn opgrstuv
/0040 Ti’ 61 62 63 64 65 66 67 68 69 wabcdefg hi
Byds2 |\
| .
E!ylel 48 T Byles4

A useful tip when calculating the location of a byte value that you wish to filter using Offset Filters is to
count from the start of line in question to the location of the byte you wish to filter on. Locating this
byte can be accelerated by also using Wireshark to highlight the element of the protocol in question. For
example, let’s say that we wanted to filter packets which are ICMP Echo Requests. We would first
expand the ICMP layer of the packet and then highlight the line ‘Type: 8 (Echo (ping) request)’ like so:

46| Page VSS Distributed Traffic Capture System



@ Frame 349 (74 bytes on wire, 74 bytes captured)
= Ethernet II, Src: Asiarock_86:4c:5e (00:19:66:86:4c:5e), Dst: 2wire_61:09:91 (00:26:50:61:09:91)
@ Internet Protocol, src: 10.19.72.5 (10.19.72.5), Dst: 10.19.72.254 (10.19.72.254)
= Internet Control Message Protocol
Type: 8 (Echo (ping) request)
Code: 0 O
Checksum: O0x4a7c [correct]
Identifier: 0x0001
sequence number: 735 (0x02df)
= Data (32 bytes)
Data: 6162636465666768696A6B6C6D6EGF707172737475767761. ..
[Length: 32]

0000 00 26 50 61 09 91 00 19 66 86 4c 5e 08 00 45 00  .&Pa.... f.LA..E.

0010 00 3c 75 98 00 00 80 01 20 00 Oa 13 48 05 O0a 13  .<u..... ... H...
0020 48 fe [ 00 4a 7c 00 01 02 df 61 62 63 64 65 66 H.J.J|.. ..abcdef
0030 68 6a 6b 6¢c 6d 6e 6T 70 71 72 73 74 75 76  ghijkimn opgrstuv
0040 61 63 64 65 66 67 68 69 wabcdefqg hi

Byte 34
Byte 32

From the above example, we can see the Wireshark conveniently highlights the byte value in question.
We then see that this is on the 3™ line, and know that the 1% byte on this line (‘48’) is the 32" byte in
the packet. We can the count along the line to the byte we wish to filter (in this case ‘08’) and can see
that this is at offset 34.

Now we have located our byte value, we can then use the following syntax in our filter:
offset 34 08

Whilst this is useful, it is important to remember that the flexibility of the VSS Filtering technology allow
us to create logical expressions to define precisely the packets we want to filter. As | am sure you can
appreciate, there may be other packets that contain the byte value ‘08’ at offset 34. In this way will not
receive ICMP Echo Request packets if we use the Offset Filter on its own. To get exactly what we want,
we can then use the Offset Filter expression in a larger more complex expression. In our example, it
would make more sense to say ‘if the packet has a pattern of 08 at offset 34 and the IP Protocol is ICMP’
we could use the below expression:

IP Protocol 1 and offset 34 08

The power of VSS’ Filter technology doesn’t end here, we can also be even more specific and use the
source or destination IP’s, the MAC Addresses and even add in additional Offset Filters. The easiest way
to achieve this is to build the filter with the pre-sets within the GUI if you don’t want to write the
expression out directly. So, using the above example, we can firstly select the ICMP protocol from within
the GUI like so:
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+ Add new filter |8

Monitor Filtering

Save Filter I

Filter Mame:

Filter: Delete Filter I
- Copy Filter I
IP Protocol 1
Condition:
4
Quick Detailed Advanced
Monitor packets to or from:
MAC/Ethemst Address | o |
or IF Address | o |
Using protocol{s):
@ anyngnore @ icvr D isme D ospr D rsve O are O rarp
O TCR: Elurte Elurres [[reinet [ sst Flrsu Eere
Clsute Clrorz Eluwre Cluwtes Dlire [Eipar
@ upe Csump Clure Eons D netsios D rrre [ sootrioHce

You will see from the above that | have given the filter a name: ‘ICMP_Echo’. | have also clicked the radio
button ‘ICMP’ and by doing so this has automatically entered the syntax for the Condition (i.e. the
expression). | can then expand upon this by manually entering my Offset Filter using the ‘and’ keyword:

ICMP_Echo |

+ Add new filter

Monitor Filtering

Save Filter I

Filter Name:

Filter: W Delete Filter I
- Copy Filter I
IP Protocol 1 and offset 34 08
Condition:
P
Quick Detailed Advanced
Monitor packets to or from:
MAC/Ethermst Address | o |
or IF Address | o |
Using protocol{s):
@ anyngnore @ 1cvr @ ieme @ osrr D rswe O ape O Rare
@ Tee Elwrre Earres [ reinet [Dssu Flrsn Clere
[Fsmre Crors Ewnte Euntes Hire [Dipar
7 upp: Fsump Ente Elons  Dnetsios Ctrre [ sootroHce

This is now ready for me to apply to the Monitor Settings within the GUI to filter out ‘Ping Echo Request’
packets.
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If however we wanted to filter the ‘Ping Echo Response’ packets as well we could use a filter expression
which contains an Offset Filter for the response code. In this instance, we would use the or keyword
along with our Offset Filter. Firstly, we calculate the Offset Filter expression to use for the ‘Echo Ping
Reply’:

= Frame 350 (74 bytes on wire, 74 bytes captured)
@ Ethernet II, Src: 2wire_61:09:91 (00:26:50:61:09:91), Dst: Asiarock_86:4c:5e (00:19:66:86:4c:5e)
= Internet Protocol, Src: 10.19.72.254 (10.19.72.254), Dst: 10.19.72.5 (10.19.72.5)
= Internet Control Message Protocol
Type: 0 (Echo (ping) reply)
Code: 0 Q)
Checksum: 0x527c [correct]
Identifier: 0x0001
Sequence number: 735 (0x02df)
= Data (32 bytes)
Data: 6162636465666768696A6B6C6D6EGF707172737475767761. . .
[Length: 32]
0000 00 19 66 86 4c 5e 00 26 50 61 09 91 08 00 45 00 ..f.LA.& Pa....E.
0010 00 3¢ 67 17 40 00 ff 01 6f 80 Oa 13 48 fe 0a 13 .<g.@... o...H...
00] 02 df 61 62 63 64 65 66 H.E.R\.. ..abcdef
6f 70 71 72 73 74 75 76  ghijklmn opgrstuv
68 69 wabcdefg hi

Again, we can see that the byte value we want (after highlighting the line ‘Type: 0 (Echo (ping) reply)’ in
the ICMP Layer of the packet) is actually at the same position: offset 34. This time however, the value for
this byte is ‘00’. So the Offset Filter that we would use would be:

offset 34 00

Now we can combine this into our Condition in the GUI like so:

Monitor Filtering
ICMP_Echo-Reply [#8 Save Filter
T Filter Name:
Filter: + Add new filter =T Delete Filter

ICMP_Echo-Reply
Copy Filter

IP Protocol 1 aznd (offset 24 08 or offzet 24 00)
‘Condition:

You’ll notice that in this expression | have used the or keyword and that | have wrapped the two Offset
Filters in parenthesis; this is because expressions are evaluated from left to right, so we really want the
result of the Offset Filters to be calculated first and then for the IP Protocol filter to be evaluated
separately.

This filter can now be applied to our Monitor Settings so we can now filter exactly the information we
wish to collect.
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This is of course a very simple example but should be enough to get you started on creating more
complex (and useful!) filters.

Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Understanding and Successfully created a custom
creating custom offset offset filter based on the
filters information in this section

Overall Result

Test case accepted: (1, not accepted

6.3 Load Balancing

The load balancing feature, available on all DTCS models, distributes traffic across multiple monitor
ports, effectively summing the bandwidth of the load balanced ports; output from the load balanced
group is designed to maintain packet order within any given conversation, as well as guarantee a
consistent output port for any single conversation. This ensures that the monitoring tool will see every
packet of a given conversation. To obtain as close to even distribution of traffic as possible, the number
of ports in a monitor group must be 2, 4, or 8.

Prior to the DTCS firmware v2.2M, load balancing is achieved by selecting multiple monitor ports in a
given port map. In release v2.2M, the concept of a “Load Balancing Group” is introduced. A load
balancing group includes one or multiple monitor ports, just like before, but also supports the failover
mitigation in events where one or more monitor tools participating in the same load balancing group
becomes unavailable.

The test procedure described below will demonstrate the configuration and the capabilities of the load
balancing group.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.
e The following port configurations are successfully applied:
o SPAN Ports: Ports 1, 4 (or any other Span ports)
o Monitor Ports: Port 2, 3, 6, 8 (or any other 4 Monitor ports)
e Traffic generator with 2x GbE port connection to the DTCS SPAN ports (eg. Laptop with any
type of packet player).
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o Traffic capture tool with 2x GbE port connection to the DTCS monitor ports (eg. Laptop with
Wireshark installation)

6.3.1 Load Balancing Groups

1. Inthe VSS web Ul, go to Load-Balancing Groups.
Click on Add new Load-Balancing Group.

‘N = Session-Aware Load-Balancing Groups
SS,

MAC/Layer 2 Load-Balancing Metheds should:
rmonitoning @ |ncude the padket input port number (best lcad-balanced distribution)

@) Exclude the packet input part number (if individusl sessions might span multiple parts)
Layer 3+ Load-Balancing Methods always exclude the padket input port number,

Status Load-Balancing Groups:
System Status + Add new Load-Balancing Group
Network Activity

wStack+™ Summar

. Sawve Seftings
Settings

System Settings
Port Settings

SHMP Settings -
Access Control =

=
Groups
3. Enter the load balancing group name Monitor Group (Primary).

4. Click on Add new port and select ports 2 and 3

Load-Balancing Groups:

- Monitor Group (Priman ﬂ[}ele{e this group

Port Offline if ...
® [ 2 (Monitor 1 (Primary)) [+] offlin if link down
%1 [3 (monttor 2 (Primary)) [+] offline if link down
+ Add new port

When any port goes Offline:
0 A: Re-balance the load equally ameong the remaining cnline ports (sessions might mowe, but best lead-balance)
: ! B: Distribute the offline port’s sessicns among the remaining online ports {other ports” sessicns remain fixed)

! ! C: Do not re-balance or re-distribute - offline port's sessions dropped (other ports’ sessicns remain fixed)

! ! D: Move all traffic/ all sessions to alternate Load-Balancing Group

A ! E: Move the offline port's sessions only to a failover port from Load-Balancing Group
Click Save Settings to save this load balancing group.
Go to Monitor Settings. Delete all the previously saved port mappings and click Save Settings.
Click Add a new mapping and select ports 1 and 4 as Network Port Input.
From the Load Balancing Type drop-down menu, select IP Dest+Source, & TCP/UDP
Dest+Source.

© N o v

9. From the Load-Balancing Group drop-down menu, select the load balancing group Monitor
Group (Primary).

10. Click Save Settings to save the port mapping.
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11. From ports 1 and 4, generate traffic with varying IP source/destination addresses, as well as a
varying TCP/UDP source/destination ports if possible.
12. From the VSS web GUI, go to Network Activity, All Counters, and click Clear Counters at the

bottom of the page.

13. Start transmitting traffic to ports 1 and 4. Verify that the traffic coming into ports 1 and 4 are

distributed between ports 2 and 3 in the load balancing group Monitor Group (Primary).

Note: The distribution of traffic to the monitor ports depends heavily on the type of traffic injected. The
more variation on the selected load balancing criteria, the more even the distribution will be. For
example, if the injected traffic is always from the same source, going to the same destination, and the
load balancing criteria depends on the source and destination, all the traffic will go to only 1 monitor
port as they are considered to be in the same “session”. If in the same scenario, there are traffic from
10 different sources to 10 different destinations, then the distribution of traffic between monitor ports
will be more even, because there are 10 unique “sessions” being distributed.

Test Result

#  Test Action

Expected Behavior

Result

Accept

Deviation

Fail

1  Addnew load balancing
group with multiple
monitoring ports

Load balancing group is saved
and can be selected when the
Load Balancing Type is not
“None”

2 Send traffic from the
SPAN ports to the load
balancing group

Traffic from the SPAN ports are
distributed between the monitor
ports in the load balancing
group, based on the Load
Balancing Type selected

Overall Result

Test case accepted: [1, not accepted

6.3.2 Load Balancing In a Failover Scenario

14. Continue from section 6.3.1 Load Balancing Groups, go to Load-Balancing Groups and click on
Add new Load-Balancing Group.
15. Enter group name as Monitor Group (Secondary).
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16. Add secondary monitor ports 6 and 8.

= Menitor Group (Secon ﬂl}ele{e this group
Port Offline if ...
% [& (Montor 1 (Secondary}} [+] offiine if link down
ﬂ 8 (Monitor 2 (Secondary)) El Offline if link down
+ Add new port

When any port goes Offline:
O A: Re-balance the load equally among the remaining cnline ports (sessions might mowe, but best lead-balance)

A ! B: Distribute the offline port’s sessicns among the remaining online ports {other ports” sessicns remain fixed)

Do not re-balance or re-distribute - offline port's sessions dropped (other ports’ sessions remain fixed)

Maove all traffic ! all sessions to alternate Load-Balancing Group

mo o

Maove the offline port's sessions cnly to a failover port from Load-Balancing Group

17. For Monitor Group (Primary), change the When any ports goes Offline: selection from the
default option A: Re-balance the load equally among the remaining ports to D: Move all traffic /
all session to alternate Load-Balancing Group, and select Monitor Group (Secondary).

- Monitor Group (Primas iﬂl}ele‘te this group
Port Offline if ...
%] [2 (wonttor 1 (Primary}) [+] offtine if link down
% [ 3 (monttor 2 (Primary}} [+] offiine if link down
+ Add new port

‘When any port goes Offline:
k ! A: Re-balance the load equally among the remaining online ports (sessions might mowve, but best load-balance)
: B: Distribute the offline port's sessions among the remaining online ports (other ports” sessions remain fixed)

k ! C: Do not re-balance or re-distribute - offline port's sessions dropped {other ports’ sessions remain fixed)

(@) D: Move all traffic / all sessions to alternate Load-Balancing Group: | Menitor Group (Secondary) El

=y . . . Monitor Group (Secondary)
= e MRSRNPI Monitor Group (Secondary)
love the ne MSSESIDI‘ISDI‘I ¥ 108 E.IDVHD[H‘t 'om Loe € Select a GI'I:ILID

- Monitor Group (Secon ﬁl}ele’ce this group

18. Click Save Settings at the bottom of the page to apply the change.

19. Go to Network Activity, All Counters and click on Clear Counters.

20. Start traffic on ports 1 and 4. The traffic from ports 1 and 4 should be distributed between ports
2 and 3 from Monitor Group (Primary) as observed in section 6.3.1 Load Balancing Groups.

21. Remove the cable between port 2 and the traffic capture/monitoring tool connected to it. This
will result in an offline port in Monitor Group (Primary) and trigger the DTCS to take action D:
Move all traffic / all session to alternate Load-Balancing Group: Monitor Group (Secondary).

22. From Network Activity, verify that the traffic originally going to ports 2 and 3 are distributed
between ports 6 and 8.

Note: The same procedure can be used for additional network tap/SPAN ports and monitor ports as
necessary in the test environment.

Test Result

53| Page VSS Distributed Traffic Capture System



#  Test Action Expected Behavior Result
Accept | Deviation Fail

1  Addasecond load Second load balancing group is

balancing group with saved and can be selected when

multiple monitoring the Load Balancing Type is not

ports “None”
2  Send traffic from the Traffic from the SPAN ports are

SPAN ports to the distributed between the monitor

primary load balancing ports in the primary load

group balancing group, based on the

Load Balancing Type selected

3 Trigger an offline port Traffic from the primary load

condition in the primary  balancing group is redistributed

load balancing group to the secondary load balancing

while traffic is running group

Overall Result

Test case accepted: (1, not accepted

6.4 VLAN Tagging

The VLAN tagging feature adds a VLAN tag to each packet, prior to forwarding out the monitor ports.
This feature also doubles as a port stamping mechanism. In the default configuration, the VLAN tag
value corresponds to the port number. For example, traffic coming from network input port 6 will have
VLAN tag 6 inserted. User can also optionally define the starting VLAN tag value for the monitor ports
when vStack is not in use.

The following test procedure is not a continuation of the previous test cases.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS unit can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.
e The following port configurations are successfully applied:
o SPAN Ports: Ports 1, 4 (or any other Span ports)
o Monitor Ports: Port 2 (or any other Monitor ports)
e vStack is not in use for the DTCS unit.
e Traffic generator with 2x GbE port connections to the DTCS SPAN ports (eg. Laptop with any
type of packet player).
e Traffic capture tool with a GbE port connection to the DTCS monitor ports (eg. Laptop with
Wireshark installation)
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1. Inthe VSS web Ul, go to Port Settings.
2. Click on port 2 and select Insert Network Port Number VLAN tags in Monitor Port output.

‘ Port 2 Settings
|Fort Name: |[menitor 2 |||[Tye=: |[10B=s=Ti100Bas=T>1000B=s=T RU45 |
|Auto MNegotiste: || 0,., | T — Tap ! Span 0 Meonitor *

Auto Megotiation Advertisements wStack+

'HJH '1DDH 1DDDH E‘-ymmeiricPause
'11JF '1UOF 1ODDF ﬁiymmeh’il:F'ausE

0 Auto (normal)

Link state:

A ! Foroe down

Monitor Port VLAN Tagging:

Insert Metwork Fort number WLAN tags in Monitor Port
output

Save Changes

3. Click on Save Changes to apply the changes.

4. [Optional] Go to System Settings and change Starting VID to 6. Click Submit to apply the
change. This means that instead of inserting VLAN tag 1 for network input port 1, VLAN tag 6
will be used for port 1, and VLAN tag 9 for port 4.

Monitor Port VLAN Tagging 2~
TRID (E4
ey || 8848 [
Starting |5 VLAN ID = Starting VLAN ID + network
VID: ||ort number

5. Generate traffic for ports 1 and 4.

Launch Wireshark on the system connected to port 2 and start a packet capture in promiscuous
mode.

7. Wait for packets to arrive and stop capture. Check that that the VLAN tags are inserted correctly
for the traffic from ports 1 and 4. If Step 4 was skipped, the VLAN tag for traffic from port 1is 1,
and from port 4 is 4. If Step 4 was executed, the VLAN tag for traffic from port 1 is 6, from port
4is9.
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File Edit View Go Capture Analyze Statistics Telephon! Tools Help

B e ERXEelacevTeIEE QAQQF
Filter: * Expression.. Clear Apply
Na. Time Source Destination Protocel Info

1 0.000000000 141.0.0.1 142.0.0.1 IP unknowr

< 11 |

# Frame 1: 132 bytes on wire (1056 bits), 132 bytes captured (1056 bits)
# Ethernet II, Src: Initio_00:00:01 (00:10:10:00:00:01), Dst: Jeolsyst_00:00
= IEEE 802.1ad, ID: &
000. .... .... .... = Priority: O
L..0 L. L. ... =DEI: O
Type: IP (0x0800)
Trailer: e9cefclO
@ Internet Protocol, Src: 141.0.0.1 (141.0.0.1), Dst: 142.0.0.1 (142.0.0.1)

| @ Data (90 bytes)

Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Addasecond load Second load balancing group is
balancing group with saved and can be selected when
multiple monitoring the Load Balancing Type is not
ports “None”
2  Send traffic from the Traffic from the SPAN ports are
SPAN ports to the distributed between the monitor
primary load balancing ports in the primary load
group balancing group, based on the
Load Balancing Type selected
3 Trigger an offline port Traffic from the primary load
condition in the primary  balancing group is redistributed
load balancing group to the secondary load balancing
while traffic is running group

Overall Result

Test case accepted: [1, not accepted
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7 Advanced Feature Configuration and Testing

7.1 Port Stamping

The port stamping feature on an input port adds a single byte at the end of the data payload of each
packet (immediately before the CRC) to indicate the input port of the device from which the packet
originated. Once the port stamp is added to the packet, it is passed on to the destination port or ports as
a standard Ethernet packet. Only monitor ports on the device will see port stamped packets. Port
stamping is very useful in differentiating what would otherwise be duplicate packets giving visibility back
to where a particular packet was captured within the DTCS.

The test procedure below demonstrates how the additional port stamp information is inserted to the
packets sent to the monitor ports, and how this information can be located in the captured packets.

This test is not a continuation of any previous test cases.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e A DTCS Advanced or Expert model with tap ports is used.
e The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.
e The following port configurations are successfully applied:
a. Tap Port Pairs: Ports 1/2, 3/4 (or any other tap ports)
b. Monitor Ports: Ports 10, 12 (or any other monitor ports)
e Ports 1 and 3 are connected to a traffic generator (eg. A laptop).
e Ports 10 and 12 are connected to traffic capture tools (eg. Wireshark).
e The selected tap port has Port Stamping option activated.

8. Inthe VSS web U, click on the Port Settings link and select Port 1.
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9.

10.

11.

12.

13.

14.

15.

16.

17.

Select the Enable radio button next to Monitor output port stamping.

Port 1 Settings

Part Hamea: IM5-HSS (SEa)-5R1 Type: 10Base-THMO0B ase-TAMO00B aze-T RJ45
Auto Negotiate: v an Class: :E g Tap . Span T Wonitar © wStader
Auto Megotiation Advertisements " Enabled
Linkszafe:
W 10H W 1004 W 1000H M symmetric Pause ' Disabled
W 1oF W 100F W q000F W oAsymmetric Pause [
Moniter output timestamping: p
i * Disabled
Link state: Auto (normal)y
" Farce down _ . & Enabled
Monitor output portstamping:
" Disabled
" Enabled
vAssure Fast Failower: navie
" Disabled

Save Changes

Click on the next port, port 2 to apply the configuration on port 1.

Repeat the Steps 9 to apply port stamping setting for all the tap ports 2, 3 and 4.

Click the Save Changes to apply the changes.

Go to Monitor Settings and add 2 port maps to have traffic from tap port pairs 1/2 and 3/4
going to monitor ports 10 and 12, respectively.

To verify that the port stamps are correctly inserted, generate traffic on the link tapped by Port
land 2.

Launch Wireshark on the system connected to Port 10 and start a packet capture in
promiscuous mode.

Wait for packets to arrive and stop capture. Check that the last byte before the CRC (Ethernet
FCS) corresponds to the port number of the tap port.

Repeat Steps 14-16 for tap port pair 3/4 to monitor port 12 to verify that a different port stamp
is applied when the traffic is tapped from a different physical port.

Note: Port numbering starts with “0” on the first physical port on the tap and counts up from there.
Therefore the first UTP port on a v2x16 will be stamped with “2”.

For v2x16, Port A has port number 0x00, and will insert port stamp 0x00 if Port Stamping is enabled on
this port. Similarly, Port B will insert port stamp 0x01, while Port 1 will insert port stamp 0x02, and so

on.

For v4x24, Ports A through D have port numbers 0x00 through 0x03. Port 1 will insert port stamp 0x04.

For v24, Port 1 has port number 0x00, Port 2 0x01, and so on.
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File Edit Wiew Go Capture Analyze Statistics  Telephony Tools  Help
B o @l EEAXEE AT iLIEBE @A
Filter: ¥ Expression... Clear Apply
Mo, - Time: Source Destination Protocol  Info
1 8] ] 7412 C Conc : ElT
2 22.525109 152.168.10.49 74.125.19.104 TCP dirgis > http [5
3 22.9B7873 F4.125.19.104 192.168.10.49 TCP http > dirgis [s
4 22.98B0O7L 152.168.10.49 74.125.19.104 TCP dirgis = http [&
5 22.598B208 152.168.10.49 74.125.159.104 HTTP GET / HTTP/1.1
6 23.2434409 74.125.159. 104 152.168.10.49 TCP http > dirgis [a
7 23.273713 74.125.19.104 152.168.10.49 TCP [TCP segment of
8 23.273923 F4.125.19.104 192.168.10.49 TCP [TCP segment of
O 23.275928 152.168.10.49 74.125.19.104 TCP dirgis = http [&
10 25 278057 F4.125.159.104 152.168.10.49 TCP [TCP segment of
T 2T AT TR TL2 1T&8 10 A FA 128 TG 1A TO Adrmdic -~ ht+tn Tay
>
# Frame 22 (63 bytes on wire, 63 bytes captured)
=) Ethernet II, Src: Metgear_1f:92:1a (00:1f:33:1f:592:1a), Dst: Dell_55:c5:d5 o

# Destination: Dell_58:ch:ds CO00:25:64 1555050
# Source: Metgear_1f:82:1la (00:1f:33:1f:92:1a)
Type: IP (0x0800)
Trailer: 02
Internet Protocol, src: 74.125.19.100 (74.125.19.1000, Dst: 192.168.10.49 (7
Transmission Control Protocol, Src Port: http (800, Dst Port: odn-castrag ()

>

0ooo 00 25 64 55 <5 ds 00 1f 33 1f 92 la 08 00 45 00 Lado. ... 3..... E.
0010 00 30 ed 4c 00 Q0 37 06 76 <l 4a Fd 13 64 <0 aB L S ¥ I S = P
o020 0a 31 00 50 09 <2 9 6d a7 a0 9c 56 <5 a3 70 12 P I P | R Y <
QO30 16 58 37 32 00 00 02 04 05 &4 01 01 04 02 02 - B DA
Test Result

#  Test Action Expected Behavior Result

Accept | Deviation Fail
1  Enable and save port Port stamping configuration is

saved

Traffic received on the monitor
port contains the port number in
the last byte before CRC

stamping on the port
Send traffic from the tap
ports with port stamping
enabled

Overall Result

Test case accepted: [, not accepted
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7.2 Time Stamping

The Time stamping feature on an input network port basis, adds an 8 byte time stamp to the end of the
data payload of each packet. The CRC is recalculated, preserving packet integrity. Once the time stamp is
added to the packet, it is passed on to the destination port or ports as a standard Ethernet packet. Time
Stamping provides, on an input network port basis, the addition of an 8-byte time stamp to the end of
the data payload of each packet. The first four bytes provides a seconds count, reference to Unix Epoch
time (1% January 1970), while the second four bytes consists of 30-bits for the sub-second value that is a
count of 20ns increments, and a 2-bit value that identifies the clock source. These two groups of bytes
are effectively separated by a decimal point. The time stamp is created as the first bit enters the input
network port. Time Stamping never alters loop-through traffic on the tap. If port stamping and time
stamping are used on the same port at the same time, the 8 byte time stamp will precede the single
byte port stamp, followed by the packet’s 4 byte CRC.

This test is a continuation of 7.1 Port Stamping.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e A DTCS Advanced or Expert model with tap ports is used.
e The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.
e The following port configurations are successfully applied:
a. Tap Port Pairs: Ports 1/2 (or any other tap ports)
b. Monitor Ports: Ports 10 (or any other monitor ports)
18. Port 1is connected to a traffic generator (eg. A laptop).
19. Ports 10 is connected to traffic capture tools (eg. Wireshark).
e The selected tap ports have Time Stamping option activated.

1. Inthe VSS web UI, cllick on the Port Settings link and select Port 1.
Select the Enable radio button next to Monitor output time stamping.
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3. Select the Disable radio button next to Monitor output port stamping.

Port 1 Settings
Part Hame: IM5-HSS [56a)-5R1 Twpe: 106 ase-T/100B aze-TAMO00B aze-T RJ45
-
Auto Negotiate: | W gn Clazs: t( ® tap O span { Moniter  wStacke
Auto Megotiation Adverizements i Enabled
Linksafe:
W 104 W 100H W o1o00H ¥ symmetric Pause * Disabled
WV 1o W 1o0F W 1000F [V Asymmetic Pause = [
Monitor output timestamping: ~
i Disabled
Link state: Auto (normal)
" Force dawn ) ) " Enabled
Monitor output potstamping:
* Disabled
T
whssure Fast Failover: Enabled
% Disabled
Save Changes |

Click on the next port, port 2 to apply the configuration on port 1.

5. Click the Save Changes to apply the changes.

6. To verify that the time stamps are correctly inserted, generate traffic on the link tapped by Port
land 2.

7. Launch Wireshark on the system connected to Port 10 and start a packet capture in
promiscuous mode.
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8. Wait for packets to arrive and stop capture. Check that the last 8 bytes correspond to the
timestamp.

[l 10-3-5-7_3_3_capture 06292011 151730.pcap - Wireshark E@g
=3

File Edit View Go Capture Analyze Statistics Telephon! Tools Help

EEXEL AaesaTFLIEE Qaa »

Filter: v Expression.. Clear Apply
Mo. Time Source Destination Protocel Info | 5l
1 0.00000000141.0.0.1 141.0.0.2 IP unknown (0xfd -
4 1l | 3

Frame 1: 72 bytes on wire (576 bits), 72 bytes captured (576 bits)

= Ethernet II, Src: Initio_00:00:01 (00:10:10:00:00:01), Dst: Jeolsyst_00:00:0
Destination: Jeolsyst_00:00:01 (00:20:10:00:00:01)

Initio_00:00:01 (00:10:10:00:00:01)

000ac89410f42

ARE 5 . 2815e [correct]
Internet Protocol, src: 141.0.0.1 (141.0.0.1), Dst: 141.0.0.2 (141.0.0.2)
= Data (26 bytes)

Data: 000000000000000000000000000000000000000000000000. ..

[Length: 2&]

4 | [T} | 3

0000 00 20 10 00 00 01 00 10 10 00 00 O1 08 00 45 00 e e E.
0010 00 2e a9 al 00 00 ff fd f7 2d 8d 00 00 01 8d 00 ........ T
0020 00 02 00 00 00 00 00 00 00 00 00 00 00 00 00 00  ........ «..e.unn.

0020 00 00 QO Q0 OO0 00 QOO0 0O 00 00 00 Q0 [EBENEFEE . ,...... veenfEocd
0040 FOEZEFCEED do 82 B1 5e .. —.

Ol Ethernet Trailer or Checksum (eth.trailer), 8 ... | Packets: 131072 Displ...  Profile: Default

A

9. Tointerpret the timestamp, note the last 8 bytes. In the screenshot above, “00 Oa c8 94 10 f4
2d a0” is the timestamp; 0x000ac894 = 706708 seconds since Epoch time; in the second 4
bytes, 0x10f42da0, the upper 2 bit 0b00 indicates that the clock source is internal (0b01 =
NTP, 0b10 = GPS, 0b11 = PTP), and the lower 30 bits indicates 284437920 * 20ns =
5688758400ns = 5.689 seconds. The resultant value is approximately 706713.689 seconds.

Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Enable and save time Time stamping configuration is
stamping on the port saved

62| Page VSS Distributed Traffic Capture System



2 Send traffic from the tap  Traffic received on the monitor
ports with time stamping  port contains the time number in
enabled the last byte before CRC

Overall Result

Test case accepted: [1, not accepted

7.3 MPLS Label Stripping

MPLS tag stripping removes MPLS labels from the traffic being sent to the monitoring ports. When
enabled, all the MPLS packets coming through the enabled port will have their MPLS headers removed,
and by default, the E-Type of these packets will be substituted by IPv4 type 0x0800. User can also
specify MPLS label that can be searched for and optionally define what E-Type is used in the stripped
packet (IPV4 is the default) and what MAC address to be substituted in the stripped packet (the actual
MPLS source MAC address is the default).

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e A DTCS Advanced or Expert model with tap ports is used.
e The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.
e The following port configurations are successfully applied:
a. Tap Port Pairs: Ports 5A/5B (or any other tap ports)
b. Monitor Ports: Ports 2A (or any other monitor ports)
20. The following monitor mapping is successfully applied:
a. Unfiltered, Network Port Input 5A = Monitor Port Output 2A
21. Port 5A is connected to a traffic generator (eg. A laptop).
22. Ports 2A is connected to traffic capture tools (eg. Wireshark).
e The selected tap ports have MPLS Stripping option activated

1. InVSS web Ul, go to MPLS Stripping.
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2. Click Add new mapping and select 5A as the Network Ports.

‘Network Ports MPLS Label Action
Label MAC Source (click checkbox to edit)

o
«
e

0800 nooe

Msa Clss [ea [es bel
4 shortcuts
MPLS Network Link1 (&)

[ shortcuts
4 shortcuts
[ shotcuts

0800 < 1Pus =l O

Ak e erappiny (90

3. Click Save Settings to apply the change.
Start sending MPLS traffic to port 5A.

5. Start capture on port 2A. Wait for packets to arrive and stop capture. Verify that the received
packets now have their MPLS headers removed:

File Edit View Go Capture Analyze Statistics Telephony Tools Help I File Edit View Go Cepture Anahze Stetistics Telephony Tools Help

BB CEXEE ACsDT L Budee DEXEE AT L laaam|
Filter: = Expression] | Filter: = Expression.. Clear Apply
No. Time Source Destination Protocol | [No. Time Source Destination Protocol Info
10.00000000192.85.1.2 192.0.0.1 £
2 0.00000864 141.0.0.1 141.0.0.2 IP 2 0.00000864 141.0.0.1 141.0.0.2 IpP Unknown (0xfd)
3 0.00001892192.85.1.2 192.0.0.1 IpP 3 0.00001891192.85.1.2 192.0.0.1 IP unknown (0xfd)
4 0.00002756141.0.0.1 141.0.0.2 IpP 4 0.00002700141.0.0.1 141.0.0.2 IpP unknown (0xfd)
5 0.00003725192.85.1.2 192.0.0.1 IP 5 0.00003728192.85.1.2 192.0.0.1 IP unknown (0xfd)
6 0.00004589141.0.0.1 141.0.0.2 pid 6 0.00004592141.0.0.1 141.0.0.2 IpP unknown (0xfd)
7 0.00005616192.85.1.2 192.0.0.1 Ip 7 0.00005564 192.85.1.2 192.0.0.1 IpP unknown (0xfd)
8 0.00000426141.0.0.1 141.0.0.2 IP 8 0.00006428141.0.0.1 141.0.0.2 IpP uUnknown (0xfd)
9 0.00007453192.85.1.2 192.0.0.1 IP 9 0.00007452192.85.1.2 192.0.0.1 IpP unknown (0xfd)
10 0.00008317 141.0.0.1 141.0.0.2 IpP 10 0.00008316141.0.0.1 141.0.0.2 IP unknown (0xfd)
11 0.00009290192.85.1.2 192.0.0.1 IP 11 0.00009289192.85.1.2 192.0.0.1 IP unknown (0xfd)

< i

e J
wire (992 bits), 124 bytes captured (992 bits)
naT_00:00:01 (00:11:10:00:00:01), Dst: Clearbox_00:00
:192.85.1.2 (192.85.1.2), Dst: 192.0.0.1 (192.0.0.1)

Frame 1: 128 bytes on wire (1024 bits), 128 bytes captured (

[ LS o MAXADRAT 0000 :01 (00:11:10:00:00:01), DSt

multiprotocol Label switching Hedder, Label: 1 (Router Alert
MPLS Label: 1 (Router Alert)
MPLS Experimental Bits: 0
MPLS Bottom Of Label Stack: 1
MPLS TTL: 64

Before MPLS Stripping After MPLS Stripping

(192.85.1.2), Dst: 192.0.

pata (86 bytes)

6. [Optional] Locate an expected MPLS label value to filter on and substitute the source MAC
address based for all the MPLS packet with that value:

Network Ports. MPLS Label Action

Label E-Type MAC Source (click checkbox 1o edit)
0005A 0z00 4 1Pus [~] 000000000054

A shortouts

4| shortouts

W 4 shoriouts
Flsa [lsa [Clea [les &l

4| shorcu
72 O Cas herteuts

A shortouts

4| shortouts

4| shortcuts

0200 4/ 1Pva =i O

Add new mapging )
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replaced by 00:00:00:00:00:5A:
File Edit View Go Capture Analyze Statistics Telephony Tools Help

BEgee SEAXSE A+ 9eTLIEE J

Repeat Step 5 to verify that all MPLS frames with label 90 (0x0005a) have their source MAC

File Edit View Go Capture Analyze Statistics Telephony Tools Help

Beeee EEXEE AaesaT2I(EE QA

Filter: - Expression. q Filter: =  Expression.. Clear Apply
No. Source Destination Protal |No. Time Source Destination Protocol Info
1 0.000000000 192.85.1.2 192.0.0.1 P 1 0.000000000 192.85.1.2 192.0.0.1 ™ unknown

< i

] ]

Frame 1: 128 bytes on wire (1024 bits), 128 bytes captured (1024
= Ethernet II, Src: MaxannaT_00:00:01 (00:11:10:00:00:01), bst: Clf
FRestination. Cleachox 00-00-01 £00:-21.10-00:00:01)
source: MaxannaT_00:00:01 (00:11:10:00:00:01
Type: MPLS label switched packet (OX8847)
= pultiprotocol Label switching Header, Label: 9q,
MPLS Label: 90

Exp: 0, s: 1, T

wpLS Bottom of Label stack: 1
MPLS TTL: 64
Internet Protocol, src: 192,

Before MPLS Stripping
85.1.2 (192.85.1.2), Dst: 192.0.0.1

captured (992 bits)
i5a), Dst: Clearbox_00:0(

= Ethernet II, Src:
P 2

L
I Source: 00:00:00_00:00:5a (00:00:00:00:00:5a)

¥

Frame check sequenca: Ox14fc5c8b [correct]
Internet Protocol, src: 192.85.1.2 (192.85.1.2), bst
pata (86 bytes)

:192.0.0.1 (192.0.0.1)

After MPLS Stripping

21 10 00 01 00 00 00 00 00
0020 B 30 43 00 00 6a 30 54 00 00 £F fd FF a0 00 ©a 38 S6 00 00 77 Fd 00 a8 c0 53 01 02 <0
0020 01 02 c0 00 00 01 00 OO 00 00 00 00 00 00 00 00 00 00 00 00 0O 00 00 00 0O 00 00 00 00
00320 00 00 00 00 00 00 00 00 00 00 00 00 00 00 o0 00 00 00 00 00 00 0O 00 00 00 00 00 00 00
0040 00 00 00 00 00 00 00 00 00 00 00 00 00 00
0050 00 00 00 00 00 00 00 00 0O 00 00 00 00 00 oo gg gg gg gg 22 Qg gg gg 22 gg L0 13 By gg
0060 00 00 00 00 00 00 Q0 00 b9 9e cd 40 e5 63 e bE a5 8¢ c5 b3 6e a0 1"‘ fo 50
0070 a8 7f b6 78 8b 2c f1 5f be 89 11 4f 5f 350
Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Create mapping for MPLS MPLS stripping configuration is
stripping saved
2 Send traffic from the tap  Traffic received on the monitor
ports with MPLS port has the MPLS headers
stripping enabled removed
3 Configure mapping to Traffic received on the monitor
substitute source MAC port with specific MPLS label has
based on specific MPLS source MAC substituted by the
label value user-defined MAC address

Overall Result

Test case accepted: [1, not accepted

7.4 VLAN Tag Stripping

Many monitoring and analysis tools are unable to support more than a small number of VLANS, if any at

all, and some network switches are also unable to handle more than a couple of hundred unique VLAN’s

VLAN stripping removes VLAN tag information from the packets that is forwarded out the monitor ports.

This can be one, two or all VLAN tags that may be nested

in a packet, including Q-in-Q VLAN tags.

This test procedure is not a continuation from the previous test cases.
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Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e A DTCS Advanced or Expert model with tap ports is used.
e The DTCS units can be reached remotely via web browser.
e Successful login into the DTCS management console via a web browser.
e The following port configurations are successfully applied:
a. Tap Port Pairs: Ports 5A/5B (or any other tap ports)
b. Monitor Ports: Ports 2A (or any other monitor ports)
23. The following monitor mapping is successfully applied:
a. Unfiltered, Network Port Input 5A = Monitor Port Output 2A
24. Port 5A is connected to a traffic generator (eg. A laptop).
25. Ports 2A is connected to traffic capture tools (eg. Wireshark).
e The selected tap ports have VLAN Stripping option activated

In VSS web Ul, go to Port Settings.
Select Port 5A (or another designated tap ports with VLAN Stripping activated).
3. From the VLAN Tag Stripping drop-down menu, select All Tags.

Port 5A Settings
Fort Name: VLAN Network Link 1 (&) Type: 10Base-T/100Base-TX/1000Base-T RJ45
|Auto Negotiste: ] on Class: ¥ 3 @ Tap () Span () Moniter [ vStac+
Auto Negotiation Advertisements
10H Y1100 Y] 10000 V] Symmetiic Pause
[V1or [l 100F ¥ 1000F [V Asymmetric Pause -
X @ Enabled
= Linksafe: -
Link state: e ocanall ) Disabled
(") Force down =Y
Monitor output ti ~ Enstled
@ pisabled
Monitor cutput portstameping: ||~ Cracied
@ pisabled
vAssure Fast Failover: - Enstled
@) pisabled
\VLAN Tag Stripping: All tags |Z|
Mone
TPID(s)
§100 G8A8 One tag Reset

Two -t.ais

Save Changes

4. Click Save Changes to apply the change. In this configuration, all frames with VLAN headers
going through this port will have their VLAN headers removed. If VLAN header is only to be
removed for specific TPIDs, specify the TPIDs. By default, VLAN headers with TPIDs 0x8100 or
0x88A8 or 0x9100 will be removed.

5. Start sending VLAN traffic to port 5A.
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6. Start capture on port 2A. Wait for packets to arrive and stop capture. Verify that the received
packets now have their VLAN headers removed:

File Edit View Go Capture Analyze Statistics Telephony Tools Hi

e BPEARBE Ae DT L

Flle Edit View Go Capture Anabze GStatistics Telephony Tools Help

SWees CEXTE AT L Qaam

Destination: Jeolsyst_00:

source: Initio_00:00:01 (00:

:01)

Test Result

5&02.1(1 virtual LAN, PRI: O, CFI: 0, ID: 100
000

Before VLAN Stripping

Filter: v || Filter: ~ Expression.. Clear Apply
No. Time Source Destination Ne. Time Source Destination Protocol Info

1 0.000000000 192.85.1.2 192.0.0.1 1 0.000000000 192.85.1.2 192.0.0.1 IP unknown (]
Pl P ——— - S e——— I O] i — T
Frame 1: 128 bytes on wire (1024 bits), 128 bytes caj | I 220 b i L i captured (960 bits)
= Ethernet II, src: Initio_00:00:01 (00: 0:00:00:01 Ethernet ITI, Src: Initio_00:00:01 (00:10:10:00:§0:01), Dst: JeolSyst_00:00:07

Destination: JeolSyst_00:00:01 (00:20:10:00:0@:01)
Source: Initio_00:00:01 (00:10:10:00:00:01)
Type: IP (0x0800)
Frame check sequence: 0x14dd97afe [correct]

Src: 192.85.1.2 (192.85.1.2) § pst: 192.0.0.1 (192.0.0.1)

= priority: Best Effoft (defau] |l Internet protocol,
. .... = CFI: canonical (0) g pata (82 bytes)
0 0100 = ID: 100
: 802.1q virtual LAN (0x8100)
PRI: O, CFI: 0, ID: 100
= Priority: Best Effo (defau
. = CFI: canonical (0)
0 0110 0100 = ID: 100
Type: IP (0x0800)
Trailer: 107708c4
Internet Protocol, src: 192.85.1.2 (192.85.4.2), Dst
Data yTes.

After VLAN Stripping

#  Test Action

Expected Behavior

Result

Accept

Deviation

Fail

1 In Port Settings, enable
VLAN stripping

VLAN stripping configuration is
saved

2 Send traffic from the tap
ports with VLAN
stripping enabled

Traffic received on the monitor
port has the VLAN headers
removed

Overall Result

Test case accepted: [],

not accepted

7.5 GTP De-encapsulation

Many monitoring and analysis tools are unable to handle data flows that are encapsulated using the
GPRS Tunneling Protocol (GTP). GTP De-encapsulation strips the GTP header information from each
packet, thereby restoring the GTP payload and hence the packet to what it was before the
encapsulation. The packet is then forwarded to the monitor ports configured.

This test procedure is not a continuation from the previous test cases.

Assumptions:

Before proceeding to the test procedures below, the following conditions must be satisfied:

e A DTCS Advanced or Expert model with tap ports is used.
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e The DTCS units can be reached remotely via web browser.

e Successful login into the DTCS management console via a web browser.

e The following port configurations are successfully applied:

a. Tap Port Pairs: Ports 5A/5B (or any other tap ports)

b. Monitor Ports: Ports 2A (or any other monitor ports)

26. The following monitor mapping is successfully applied:
a. Unfiltered, Network Port Input 5A = Monitor Port Output 2A
27. Port 5A is connected to a traffic generator (eg. A laptop).
28. Ports 2A is connected to traffic capture tools (eg. Wireshark).
e The selected tap ports have GTP De-encapsulation option activated

1. InVSS web Ul, go to Port Settings.
Select Port 5A (or another designated tap ports with VLAN Stripping activated).
For GTP Decapsulation, select Enabled.

Status

System Status
Network Activity
vStack+™ Summary

-

7

TA 8A 8B

Y1iUV.0L. U rAD-I.vVL

1B 2A 2B 3A 2B 4A 4B 5A 5B 8A eB
78

M1 M2 M3 M4 M5 Me M7 M8
| Port 1A Settings
IPod Name: I Type: 10Base-T/100Base-TX/1000Base-T RJ45
|Auto Negotiste: | @lon ]2 © 7ap () span ) Monitor
Class:

Settings

System Settings
SNMP Settings
Access Control

Filter Library
Monitor Settings

vSlice Library
vSlice Settings

MPLS Stripping

Save Settings
Load Settings

Support

System Software
ContactUs

User: admin

m

Auto Negotistion Advertisements

¥l 101 @ 100n @]

1000H [V Symmetric Pause

-/ vStad+

! © Enabled
@ 71 71 Linkssfe:

10F YI100F (V) 1000F (V) Asymmetric Pause ©) Disabled

) . )
e ) Auto (normal) |Monitor output ) Enabled
() Force down |SipesSming. ©) Dissbled
Monitor output ) Enabled
[portstamping: © babic
vAssure Fast Failover: I OE
© Disabled

@
GTP Decapsulation: e hanied
_) Disabled

Save Changes

. Click Save Changes to apply the change
5. Start sending GTP traffic to port 5A.
6. Start capture on port 2A. Wait for packets to arrive and stop capture. Verify that the received

packets are now de-encapsulated.

Test Result

[#  TestAction

Expected Behavior

Result

68| Page VSS Distributed Traffic Capture System




Accept | Deviation Fail
1 In Port Settings, enable GTP de-encapsulation
GTP Decapsulation configuration is saved
2 Send traffic from thetap  GTP traffic received on the
ports with GTP de- monitor port is de-encapsulated
encapsulation enabled

Overall Result

Test case accepted: [1, not accepted

7.6 vSlice

Packet slicing is a traffic grooming technique that allows users to define & discard part of a packet
from copied traffic destined for monitoring tools, thereby, increasing capture rates, processing &
write speeds on monitoring tools. vSlice extends this capability by allowing users to set slicing
points at different offsets for each packet as well as to specify the types of traffic to be sliced,
capabilities previously only available on monitor ports. The CRC is recalculated for each packet.

vSlice also enables packet slicing closer to the point of capture, rather than at a limited &
specialized number of monitoring tools. As a result, vSlice can decrease all traffic sent to network
monitoring devices, thus increasing their efficiency. vSlice also increases the throughput of the
distributed traffic capture process itself by reducing load on the filters in distributed traffic capture
devices and network taps. In addition, by providing more granular control over each packet, vSlice
allows organizations to remove user identifying information earlier, thus reducing the risk &
severity of a privacy breach.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e v24 Expert with vSlice-enabled ports (Refer to the sticker on the v24 Expert front plate for
information on which ports are vSlice-enabled). vSlice-enabled ports must be running in 10G
mode.

e The DTCS units can be reached remotely via web browser.

e Successful login into the DTCS management console via a web browser.

e Traffic generator and traffic capturing/monitoring tool via 1G or 10G interface.

Note: As of DTCS firmware v2.2M, vSlice does not work with MPLS or VLAN tagged traffic. Refer to the
release notes for other limitations
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1. Go to vSlice Library.

éss 1 vSlice Filters
B Save Fiter

+Add new filter

Filter Name:
Filter:

Status

Copy Fiter
System Status —
Network Activity
vStack+™ Summary
Eaas Condition:
System Settings
Port Settings

SNMP Settings Quick | Detsiled | Advanced
Access Control

m

Filter Library Match packets to or from:

Monitor Seffings MAC/Ethemet Address | o |

i Siice Libra or IP Address | o |

vSlice Settings

|Using protocol(s}:
MPLS Stripping & = R = _ - =

© anyignore @Qieme O 1emP Dospr Orsve D are O rare
R B

Save Seftings - e 5
ITeinet  [Clssu Clrsw  Dere

Load Settings O 1ep Ewrre Durtes
Support Flsmre Elpora  Elwnte  Elwntes Elire [Tl Loar

System Software © vor: Esnme  Elnre Clons  Eweteios  Errre [Dsootromce
Contact Us

User: admin L
Click on +Add new filter, and enter filter name as vSlice-HTTP
Select TCP radio dial button, and check HTTP and HTTPS check box.

Click on Save Filter. The new slicing filter should appear in the available filters list, and
selecting it should show the selected components.

vSlice Filters

Sawe Filter
e +Add new filter Filter Marne: g

Filter: \SliceHTTE Delete Filter

Copy Filter

IP Protocol & and { TCP Dest Port 20-81 or TCP Source Port S80-81 )

Candition:

Cluick Detailed Advanced

Match packets to or from:

MAC/Ethamet Address | or |

ar IP Address| or |

Using protocol(s):
O anynigrore T oacmp O ieme T ooser T mrswe O are U RaRP
o 1ep: W HtTe [ HTTPs [ Teinet [ ssH [ rsw [ rFrP

I smte I rore I wnte T owntes [ re [ Lpar

" upp: [“sume [ nte T ows [ netwios [ 1rre [ BOOTRIDHCP

5. Go to vSlicing Settings
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6. Click on +Add new mapping. Note that on the Network Port Input column, only vSlice-enabled
ports configured in SPAN mode will appear.

7. Select vSlice-HTTP as the filter expression. This means that vSlice will apply only to HTTP or
HTTPS packets. All non-HTTP/HTTPS packets will not be sliced regardless of their lengths.

Filter Expression Network Port Input Slice point and offset
Start of packet -
vSlice-HTTP [+] @5 @e ot " ]
L (Nonmatch 64 =

Add new mapping ]

8. For the Slice Point and offset, choose Start of packet and enter 64 for the offset value. This
means that packet lengths > 64 will be sliced off after the 64" byte.
9. Click on Save Settings to apply the change.
10. Generate varied traffic including HTTP traffic with packet lengths > 64 bytes on the port that has
vSlice configured.
In absence of 10G interfaces for the traffic generator and traffic capturing tool, this can be
achieved by the following v24 Expert configuration:
e Connect 1G traffic generator port to a 1G SPAN port on v24 that does not have vSlice or
High Data Burst Buffer (eg. Port 13).
e Inv24 web Ul, create a monitor port mapping to map the 1G SPAN port to a 10G
Monitor port (eg. Port 13 (1G) to Port 1 (10G)).
e Physically connect the 10G Monitor port to a 10G SPAN port (eg. Port 1 (10G) to Port
5 (10G)).
e Inv24 web Ul, create a monitor port mapping to map the 10G SPAN port to a 1G
monitor port (eg. Port 5 (10G) to Port 14 (1G)).
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Port 1 (Monitor, 10G) = Port 5 (SPAN, 10G)

- Traffic Generator > Port 13 (SPAN, 1G)

V24 Distributed Tap

Monitor Settings:
Port 13 (SPAN, 1G) -> Port 1 (Monitor, 10G) Port 14 (Monitor, 1G) - Traffic Capturing/Monitor Tool
Port 5 (SPAN, 10G) - Port 14 (Monitor, 1G)

11. From the 1G Monitor port, use Wireshark or other capturing to start a packet capture in
promiscuous mode.
12. Stop capturing when a good sample of packets have been received.
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13. If Wireshark is used, apply HTTP filter to view all the HTTP packets captured. Verify that the
captured HTTP packets have been sliced down to 64 bytes.

File Edit Wiew Go Capture Analyze Statistics  Telephony Tools  Help

e BEEdXLE AT L([EE QQ
Filter: ¥ Expression.., Clear Appl:
Mo, - Time Source Diestination Prokocol  Info

: 7 168.10.46 74.125.15.104
403857 125,156,104 152.168.10.48
74.] 10 ]

il 10 1 0

99 10.498557  102.168.10.46  68.04.156.1  DMs  standard guery

100 10, 5093065 658.54.156.1 1%2.168.10.46 DMS standard guery
101 10.510418 192.168.10.46 74.125.19.104 TCP Sg"ls = ht‘_tp E
2|

+# Frame 98 %64 bytes on wire, &4 hbytes captured)
+ Ethernet FHy—Sroi—hergesr—tfrorrde—toardf 333 92:1a), Dst: Dell_55:d
+# Internet Protocol, Sre: 74.125.19.104 (7 5 J, Dst: 1%2.168.140
# Transmission Control Protocol, Src Port): Dst Port: zion-Tm

L ammins mout T mmefmn e s sl

0000 00 25 64 55 <5 d5 00 1f 33 1f 92 la OB 00 45 00
0010 02 3b 53 a0 00 00 37 06 05 62 4a 7d 13 68 <O aB
0020 0a 2e 00 50 05 91 a5 11 &6 4e 1d dé Ba cf 50 18
0030 1b 78 dl oh 00 00 a7 3¢ 30 4 &3 17 3e 71 ab 3b
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14. If Wireshark is used, clear the HTTP filter to verify that the lengths of these packets are
preserved and the contents are unaltered.

File Edit ‘iew Go Capture Analyze Statistics  Telephony Tools  Help
= @l el EEX2E Aes+dTE|BEQQ
Filter: ¥ Expression... Clear Apply
Mo, - Time Source Destination Prokocol  Info

93 10.493857 74.125.19.104 152.168.10.46 HTTF Continuation o

98 10.497334
e e

100 10. 509063
101 10, 510418

74.125.19.104
152, 168.10.456
68.94.156.1
1%2.168.10.46

# Frame 95
+ EThernet T

T o

Bedl EC . -C.dC

ESE bytes on wire, 83 bytes captured

faaTa R R NN =, I

cc

+ Internet Protocol,

152.168.10.46 “—Bhs—

74.125.19.104  TCP

2ﬂlﬁ

+25:d5), Dst: Metgear_1f:o9
Srg: 192.168.10.46 (192.168.10.46),
# User Datagram Protocol, Src Port: 59219 (592190, Dst Port: domain €53)

Fiomadm hlamen Ciectrm Cromen

Continuation o
Standar N
Standard guery
sais > http [s
»

Dst: 68.94.15346.

>

0000 00 1f 33 1f 92 la 00 25 &4 55 <5 d5 08 00 45 00 3 % du....H
0010 00 3d 8cC <6 00 00 80 11 02 b4 <0 a8 0a 2e 44 Se S e 0
0020 9c 01 &7 53 00 35 00 29 63 3F d3 2a 01 00 00 01 S.5.0 CTLHL L
QO30 00 00 Q0 00 00 00 03 77 77 77OV 67 Y3 74 61 74 ..., W, 05T g
mrA RO A2 N2 A2 AT AAd NN nin olonn o nn on nA 24 Nk A Sam

Test Result

#  Test Action Expected Behavior Result

Accept | Deviation Fail

1  Add a new filter to the
vSlice library

A new filter is saved and
available to use in vSlice Setting

2 Applyfilter to vSlice
Settings with offset 64
bytes from the beginning
of the packet

Only filtered packets are sliced
down to 64 bytes; all other
packets remain intact

Overall Result

Test case accepted: [],
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8 vStack+

vStack+ is a cutting edge stacking technology that allows the DTCS to grow in an organic manner as the
network and monitoring needs grow. With vStack+, network input traffic can be directed to any desired
monitor port, regardless of where the target monitor port is located. Meaning it allows for capturing
traffic on one tap and sending the captured traffic to and out of a monitoring port on a second DTCS
directly or indirectly connected to the first DTCS. This results in leveraging the full investment in network
analysis equipment, where monitored traffic may be directed to centrally-located analyzers.

The test procedure below demonstrates how traffic captured from one DTCS unit can be sent to monitor
tools connected to another DTCS unit, where the 2 DTCS units are interconnected via vStack ports.

This test procedure is not a continuation of the previous test cases.

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e 2 DTCS units with the same firmware version.
e The DTCS units can be reached remotely via web browser.

e Successful login into the DTCS management console via a web browser.

8.1 vStack+ Configuration

1. Connect 1x 10G port from DTCS Unit 1 to 1x 10G port from DTCS Unit 2. The connection can be
done either as a direct physical link, or through a L2 tunnel.

For DTCS Unit 1:

2. InVSS web Ul, go to Port Settings.
3. Select the 10G port connected to DTCS Unit 2 and enter port name vStack Link to DTCS-2.
4. Select port class as vStack+. Click Save Changes to apply the port setting.

Port 1 Settings
Port Name: vStadk Link to DTGS2 Type: SFP+
o SFP+ Module ificati INISAR CORP. FTLXB571D3BCV (1G/10G)
Speed: -
9 10 Class: — ) gpan ) Monitor @ vStadks

Save Changes
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5. Go to System Settings and verify that the vStack class configuration is applied and the link status

is OK.

| Port Status |
Port Hame Speed || Class || Monitor || Status || Optical Pwr. (Tw/Rx} || Setup

| ‘1||\t5ta|:l Link to DTCS-2 || 106 ||v5tar.‘h+|| || oK || -3.22 dBm,-2.28 dBm |||

[ Al s T anm etenise | M e 2 ee agm @70 dge M eem 1

For DTCS Unit 2:

6. Repeat Steps 2-5 for the vStack link on DTCS Unit 2 that is connected to DTCS Unit 1.

7. InVSS web Ul, go to vStack+ Summary and verify that the vStack links do not have any errors
‘w vStack+™ Connections
monilsoring d 10.8.8.8
Port 23 (vStadk Link1) Connected to v4x24 (port 23:vStack Link1) 16
Port 24 (vStad: Link2) Connected to v4x24 (port 24:vStad Link2) 16
Status
System Status [ ||[ Schw, ]
"‘:tt‘:’nlz': r-‘:“;“"i Port 23 (yStack Link1) Connected to 10.8.6.8 (port 23:wStack Link1) 1G
S e Fort 24 (vStack Link2) Connected to 10.8.6.6 (port 24-vStack Link2) 16
Cottinne
Note: If the physical link connected between the vStack+ configured ports is good but the
vStack+ process is not communicating between the units, you will see the beginning of the
status line red but link speed at the end of the status line black.
Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Configure and connect

vStack+ connections for selected
ports on the two DTCS ports are set properly and

units to be vStack ports displayed correctly in vStack+
Summary.

Overall Result

Test case accepted: (1, not accepted

8.2 Verify vStack+ Web Console Redirection

For DTCS Unit 1:
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8.

In VSS web Ul, go to vStack+ Summary and click on Setup for DTCS Unit 2. Verify that the page

is now redirected to the web Ul for DTCS Unit 2 by checking the IP address and the information
on in System Status page.

vss)

monitoring

Status

System Status
MNetwork Activi

wStack+™ Summary

Cattinne

Test Result

vStack+™ Connections

[10.8.8.8

Port 23 {vStadk Link1) Connected to v4x24 (port 23:vStadk Link1) 1G
Port 24 (vStadk Link2) Connected to v4x24 (port 24:vStadk Link2) 1G

feaxza =2

Port 23 (vStack Link1) Connecied to T0.6.6.6 (port 23:vStack Link1) 16
Port 24 (vStadk Link2) Connected to 10.8.6.6 (port 24:vStad Link2) 16

#  Test Action

Expected Behavior Result

Accept | Deviation

Fail

1  From the vStack
Summary page, select
Setup for another
vStacked DTCS unit

Page redirected to the web Ul
for the other DTCS unit

Overall Result

Test case accepted: [1, not accepted

8.3 Verify vStack+ System

For DTCS Unit 1:

9. Go to Monitor Settings on DTCS Unit 1 and delete all existing monitor mappings.
10. Click on Add a new mapping and select local ports for network port input.
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11. Click to expand Remote Monitor Ports and select the remote monitor ports from DTCS Unit 2.

Filter Expression

Network Port Input

Menitor Port Qutput

(Unfitered) [~ ] s B+

Load Bala

9
19

vaxae
vax2e
vax2e

vaxza

V| vaxzs

V] vaxas

incing Type:

11 s

20 [Cov

| Remote Monitor Ports

1
15

21

V| vax2s: 5

7

None (output 1o all selected ports) [+]

EE

12. [Optional] Under Filter Expressions, select a predefined filter to send only filtered traffic to the

remote monitor ports.

13. Click Save Settings to apply the configuration.

14. Connect the local network port input to a traffic generator.

15. Start Traffic.

16. In VSS web Ul, go to Network Activity, All Counters. Verify that the network port input is
showing Rx statistics corresponding to the traffic generated.

17. Verify that the vStack port is showing Tx statistics corresponding to the traffic generated.
Note that the vStack statistics includes both traffic transported through the vStack links and
communication between the 2 vStack ports.

For DTCS Unit 2:

18. In VSS web Ul, go to Network Activity, All Counters. Verify that the monitor port is showing Tx
statistics corresponding to the traffic generated.

19. Connect the monitor ports selected in Step 11 to a traffic capturing/monitoring tool. Verify that
the only packets matching the filter expression are received, and the packets from the monitor

ports remain intact.

Test Result

#  Test Action

Expected Behavior

Result

Accept

Deviation Fail

1  Send various types of
traffic to the network
port input on DTCS Unit
1, capture and filter
packets and send them
to monitor port on
DTCS Unit 2

If filter is applied, Only packets
matching the filter expression
will be observed on the traffic
capturing/monitoring tool
connected to the monitor output
port on DTCS Unit 2
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Overall Result

Test case accepted: [1, not accepted

8.4 Features Configuration including Mesh vStack+ and Testing
After 2 DTCS units are successfully installed and configured, additional DTCS units can be incrementally
added to test the features of a fully mesh distributed traffic capture system.

This portion of the test plan is open to customization to the user environment now that the basics have
been laid out for installation, network input to monitor output port mapping, filtering, vSlice and vStack.

A sample test setup may be to combine 3 DTCS units in a full mesh and have multiple units mapping
network input ports to the same remote monitoring port. Redundancy test may also be applied to this
setup by removing 1 vStack link to validate that mapped traffic continues to arrive at the monitor port
through another vStack path.

The diagram below demonstrates a setup where 3 DTCS units are connected via vStack. Both DTCS Unit
2 and 3 have maps their respective inputs to monitor ports on DTCS Unit 1 (bottom). During normal
operations where vStack Links A, B, and C are all up, network traffic from DTCS Unit 2 to DTCS Unit 1 will
be passed through vStack Link A, and DTCS Unit 3 to DTCS Unit 1 through vStack Link B. In events where
vStack Link A becomes unavailable, traffic from DTCS Unit 2 will continue to arrive at DTCS Unit 1 using
redundant path vStack Link C and B.

vStack Link C

DTCS Unit 3

Stack Link A vStack Link B

EEEEmEmmE=

DTCS Unit 1

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e 2 ormore DTCS units with the same firmware version.

e The DTCS units can be reached remotely via web browser.

e Successful login into the DTCS management console via a web browser.
e Successful completion of 8.3 Verify vStack+ System.
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9 SNMP and syslog Capabilities

Assumptions:
Before proceeding to the test procedures below, the following conditions must be satisfied:

e The DTCS units can be reached remotely via web browser.

e Successful login into the DTCS management console via a web browser.

e 4 MIB files from VSS. Please contact the VSS Sales Engineer if these files were not provided

e A SNMP MIB Browser (eg. iReasoning MIB Browser) or a SNMP manager application (eg. HP
OpenView or IBM NetCool)

e ASyslog server is available to receive event notifications from the DTCS units (eg. Kiwi Syslog
server)

e DTCS user manual. Details on the SNMP and syslog features are on pages 10 and then 52-56

9.1 SNMP Configuration and MIB Structure

In VSS web Ul, go to SNMP Settings.

Select the appropriate SNMP Version V1, V2 or V3.

Enter the IP address of the SNMP Trap Manager.

Enter the Community Strings for V1 and V2 or the Passphrase for V3.

Load the 4 VSS MIB files in the MIB Browser.

Walk the MIB to get the values of the parameters via SNMP. The following screenshot shows a
sample view from the iReasoning MIB browser:

o VA WN R

SNV MBS Result Table | Trop Recever x
& Name /01D | value |_Tyee P:port
- J. enterprises SysDesar 0 Vi5.8C.CFASPM (Octetstring [10.8.6.5:161
Et-JJ vssonitoring SysObjectiD.0 }EsMamtnnnngdudles I@ 10.8.6.5:161
vssMoritoringProducts sysUpTime.0 95 hours 48 minutes 50 seconds (3+43005) MimeTicks _|10.8.6.5:161
& vssMonitoringProductsiDs sysContact.0 OctetString |10.8.6.5:161
& vssMonitoringExperiments syshame.0 OctetSiring |10.8.6.5:161
vssMoritaringhlotification sysLocation. 0 (OctetString [10.8.6.5:161
vssManitoringObjects sysServices. 0 £l fnteger  [10.8.6.5:161
vssSystemObjects 136121180 10 seconds (1083) MimeTids_[10.8.6.5:161
& productD [ [izerz119.021 13.6.16.3.1 oo 10.8.6.5:161
&) productVersion T 13612118122 vacmBasicGroup oD 10.8.6.5:161
& accessOverrideTimer 13612119123 13.6.16.3.10.3.1.1 oD 10.8.6.5:161
vssHardwareObjects 13612119131 [The MIE module for SNVPvZ entities Octetstrng |10.8.6.5:161
& rumberofForts 13612118132 View-based Access Control Mods! for SNMP. Octetstrng [10.8.6.5:161
@ chassisTemperature & SNVP Management Architecture MIB, OctetString :
- coreTemperature . seconds (1092) meTicks
) numberOfFowerSuppiies g seconds (1092) imeTicks
[ powerSupplyTable 5 seconds (1093) imeTicks
(& systemReset SmpInPkEs.0 684 ounter32
. vssPortObjects snmpOutPkts.0 1685 Counter32 [10.8.6.5:161
[ portTable snmplnBadVersions.0 0 Counter32 _|10.8.6.5:161
- & portTableEntry InBadC: 0 o Counter32 [10.8.6.5:161
portindex TnBadc o o Counter3z _[10.8.6.5:161
5 portlD snmpInASNParseErTs.0 o Counter32 [10.8.6.5:161
porthlame: 2 o o Counter3z _[10.8.6.5:161
= = snmpInNosuchiames. 0 o Counter32_[10.8.6.5:161
m 13614 0 0 Counter32 |10.8.6.5:161
FR = Y, S 5 Countesz (355101
Symiax o 0 Counter32 |10.8.6.5:161
= ] w92 Counter. :
s ] 0 Counter
Sefval 0 0 Counter
ndexes a 1658 Counter
= ] 0 Counter
] 0 Counter32_|10.8.6,5:161
o 0 Counter32 _|10.8.6.5:161
SmpOuTookigs.0 o Counter32 _|10.8.6.5:161
o 2 Counter3z _[10.8.6.5:161
snmpOuBadvalues.0 0 Counter3z _[10.8.6.5:161
unte32_110,6.6,5,161

is0.0rg.dod. intermet.private

Test Result
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http://www.kiwisyslog.com/
http://www.kiwisyslog.com/

#  Test Action Expected Behavior

Result

Accept

Deviation

Fail

1  Loadthe SNMP MIB The various VSS parameter
files into a MIB browser  values are visible as the MIB is
and walk the VSS MIB walked.
structure

Overall Result

Test case accepted: [1, not accepted

9.2 SNMP Traps

The VSS devices also send SNMP traps under the following conditions

e Cold start (power on/ boot)

e Warm start (reboot after a reset console command)
e Any change to configuration setting

e Login to the console interface

e Logout from the console interface

e Console authentication failure (unsuccessful login)

e Any port changing state from link-down to link-up after boot-up

e Any port changing state from link-up to link-down after boot-up

e Power supply #1 low or zero voltage

e Power supply #1 returned to normal

e Power supply #2 low or zero voltage

e Power supply #2 returned to normal

e Internal temperature high

e Internal temperature returned to normal
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Description Source Time

12011-05-03 13:02:59
12011-05-03 12:33:02
12011-05-03 12:32:59

trapOID: .iso.org.dod.internet. private. enterprises. vssMonitoring. vssMonitoringMotification. vssiotifications. consoleLogout 10.8.6.
trapOID: .iso.org.dod.internet.private, enterprises, vssMonitoring, vssMonitoringMotification, veshotifications, por tLinkUp
2 .org.dod.internet.private. enterprises. vssMonitoring. vesMonitoringMotification. vesMotifications. systemConfigCh...

5
3
5
iso.org.dod.internet.private. enterprises. vssMonitoring. vssMonitoringMotifica tion. vssNotifications. por tLinkDown 5
‘ate.enterprises. vssMonitoring. vssMonitoringMotification. vssNotifications. systemConfigCh. .. 5
.org.dod.internet. private, enterprises. vssMonitoring. vssMonitoringMotification, vssNotifications. por tLinklUp 10.8.6.5 12011-05-03 12: S
5
5
5
5
5

.org.dod.internet. private. enterprises. vssMonitoring. vssMonitoringMo tification, vssNotifications systemConfigCh... [10.8.6. 12011-05-03 12:27:56
: .iso.org.dod.internet. private. enterprises. vssMonitoring. vssMonitoringMotification. vssMotifications. por tLinkDown 10.8.6. 12011-05-03 12:27:23
trapOID: .iso.org.dod.internet. private. enterprises. vssMonitoring. vssMonitoringMotification. vssNotifications. systemConfigCh. .. |10.8.6. 12011-05-03 12:27:22

trapOID: .iso.org.dod.internet. private. enterprises. vssMonitoring. vssMonitoringMotification. vssiotifications. consoleLogin 10.8.6. 12011-05-03 12:27:05
trapOID; .iso.org.dod.internet.private, enterprises, vssMonitoring, vssMonitoringMotification, vssMotifications. consoleLogout 10.8.6. 12011-05-03 12:27:01
S 2

Source: 10.8.6.5 Timestamp: 58 minutes 6 seconds SNMP Version: 2

Trap OID: .150.0rg dod.mternet. private. enterprises. veshonitormg, vsshonitoringMotification. vesMNotifications. systemConfigChange

Variable Bindings:

Name: is0.org dod. internet mgmit mib-2. system sysUpTime 0

Value: [TimeTicks] 58 mimutes 6 seconds (348603)

Name: saump TrapOID

Value: [OID] systemConfigChange

Name: is0.org dod. internet private enterprises. vsshonitoring vssMonitoringMNotificationInfo. configChangeType
Value: [Integer] portConfig (3)

Description: "One or more system configuration settings have been changed.”

Test Result

#  Test Action Expected Behavior Result
Accept | Deviation Fail

1  Start the SNMP trap The configuration change

listener on port 162 on triggers a trap that shows in the

the SNMP manager. trap receiver window

Change the

configuration on a port

or a monitor setting

Overall Result

Test case accepted: [1, not accepted

9.3 Syslog

Syslog is an industry-standard method for event reporting. If a syslog server is configured, then all of the
events that can generate a SNMP traps will also cause an event message to be sent to the configured
Syslog server.

The Syslog messages described below are sent to the Syslog server when configured.

82|Page VSS Distributed Traffic Capture System



e System is rebooted

e A port that was online is now offline

e A port that was offline is now online

e Cold start (power-up)

e Voltage out-of-range: Main power supply #1
e Voltage out-of-range: Main power supply #2

1. InVSS web Ul, go to System Settings.
Under Network Settings, enter the IP address(es) of the Syslog server(s).
While the syslog server is available, manually connect/disconnect the port to trigger port
online/offline activities. Verify that the events are being reported to the syslog server.

Test Result
#  Test Action Expected Behavior Result
Accept | Deviation Fail
1  Configure the kiwi The event generated by the port
syslog server on a being online will be reported to
laptop, enter that the syslog server

configuration on the
VSS device, configure
and connect a port to
make it online

Overall Result

Test case accepted: [1, not accepted
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10 Appendix A: Factory Default Values
The following are the factory default settings in each VSS traffic capture device.

TCP I IP SETTINGS

Default P Address:
NetSubet Mask
R
AP g
SERIAL CONMECTION SETUP
Bits Per Second: 38400 BPS
us s
party
sarsis
FoeCont
DEFAULT SETTINGS
User Name FPassword
st ]
T ]
s ]
SNMP-
Get Community String
Set Community String
Trap Community String
SMNMF Version: SHMP Y 3.0
Supperted SNMP Mibs: mib2. system
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11 Appendix B: Images of v.24 and v2x16 Distributed Taps

V24

V2x16

10/100/1000-10Gigabit 2X16 Distributed Tap
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12 Appendix C: VSS Monitoring Latency Measurements.

Network-to-Network Port Delay — VSS Results

# Bytes Tx Speed Packet Delay
"+4-bit CRC” Network A Network B Start-Start
60 10 10 4.4-5.4 ps
1514 10 10 4.4-5.4 ps
60 100 100 576 - 616 ns
1514 100 100 576 - 616 ns
60 1000 1000 314-340ns
1514 1000 1000 314 -340 ns
Network-to-Monitor Port Delay — VSS Results
# Bytes Tx Speed Packet Delay
"+4-bit CRC” Network Monitor Start-Start End-End End-Start
60 10 10 76 ps 76 ps 20 ps
1514 10 10 1.24 ms 1.24 ms 20 ps
60 10 100 68 ps 19.2 ps 14 ps
1514 10 100 1.24 ms 136 ps 14 ps
60 100 100 8.2 us 8.2 us 2.5 us
1514 100 100 124 ps 124 pus 2.5 us
60 100 1000 7.92 us 2.7 ps 2.1ps
1514 100 1000 124 ps 3.2 pus 2.1ps
60 1000 1000 1.52 ps 1.52 ps 1ps
1514 1000 1000 13.2 ps 13.2 ps 1ps
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